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1 Introduction

The efficient and robust numerical simulation of integrated circuits plays a major role in
computer-aided chip design. While the structural size of electronic devices is decreasing,
their complexity is ever increasing. The mathematical modeling of such circuits leads to
nonlinear systems of differential-algebraic equations (DAEs) containing up to millions or
even more unknowns. Simulation of such large systems is mostly impossible or, at least,
unacceptably time and storage consuming. Model order reduction provides a way out of
this problem. A general idea of model reduction is to replace a large-scale system by
a much smaller model which approximates the input-output relation of the original system
within a required accuracy.
While a large variety of model reduction techniques such as PRIMA [13], SPRIM [6, 7] and
PABTEC [17] exists for linear networks, model reduction of nonlinear circuits is only in its
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infancy [14, 19, 20, 23]. Typically, integrated circuits contain huge linear subnetworks mo-
deling interconnects. A standard approach for model reduction of such nonlinear systems
is to extract linear subsystems and replace them by reduced-order models, e.g., [5, 9, 13].
Then combining these reduced-order linear models with unchanged nonlinear components,
one obtains a reduced-order nonlinear model that approximates the original system. The
concept of this model reduction approach is presented in Figure 1. Although this approach
is widely used in practice, only a little attention has been paid to approximation quality
and properties of reduced-order nonlinear models.
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nonlinear circuit equations

Model order reduction

linear subsystem

Recoupling

reduced linear subsystemnonlinear subsystem

reduced nonlinear system

Figure 1: Model order reduction strategy for nonlinear circuits

In [9], model reduction based on partitioning linear and nonlinear subnetworks for a special
class of RLC circuits with only nonlinear resistors has been considered and global error
bounds have been presented. In this paper, we consider model reduction of more general
circuits that may contain other nonlinear elements like nonlinear capacitors, inductors and
transistors. We restrict ourself to circuits with a small number of nonlinear components.
In this case, the extracted linear subcircuits have a small number of terminals, and they
can be reduced by any known linear model reduction method. The separation of linear
subnetworks from circuits containing many nonlinear elements will result in linear models
with many inputs. For such systems, model order reduction can be combined with terminal
reduction, e.g., [1, 4, 12].
The extraction of linear subsystems from a DAE system may lead to many unexpected
effects such as index jump in the decoupled DAE subsystems or loss of regularity of the
linear subsystem. This may then result in numerical instabilities, poor approximation and
even failure of model reduction and simulation tools. In this paper, we develop a topology-
based decoupling technique that avoids the increasing of the index and guarantees the
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well-posedness of decoupled linear subsystems.
Another important issue in model reduction of electronic circuits via partitioning is the
preservation of passivity and reciprocity in the reduced-order submodels. An intercon-
nection of passive models is again passive meaning that the interconnected system does
not generate energy [22]. Furthermore, passive and reciprocal systems can be realized as
electrical circuits in a netlist format [10, 15, 25] that allows their transient analysis with
standard circuit simulators. Therefore, for model reduction of linear subnetworks, we will
use the passivity-preserving balanced truncation methods developed especially for electri-
cal circuits in [17, 18]. An advantage of these methods over Krylov-type model reduction
techniques is that they provide computable error bounds which can be used to estimate
the approximation error for the reduced-order nonlinear system.
The paper is organized as follows. In Section 2, we briefly discuss the modeling of electrical
circuits using the modified nodal analysis and present the circuit equations to be consi-
dered. In Section 3, we present a model reduction technique for nonlinear circuits based
on partitioning linear and nonlinear subcircuits followed by reduction of the linear part.
We also propose a decoupling strategy exploiting the topological structure of the circuit
and investigate the properties of the decoupled systems. In Section 4, the efficiency of the
proposed model reduction approach is demonstrated on numerical examples.

2 Circuit equations

A commonly used modeling tool for electrical circuits is the Modified Nodal Analysis
(MNA) [24]. A circuit can be modeled as a directed graph whose edges correspond
to the circuit elements like capacitors, resistors, inductors and transistors and whose
nodes correspond to the interconnections of these elements. The topological structure
of such a graph with nη + 1 nodes and ne edges can be described by an incidence matrix
A0 ∈ {−1, 0, 1}nη+1,ne which has entries aij = 0, −1 and 1 depending on whether edge j
is incident with node i and whether this edge leaves or enters node i. Using Kirchhoff’s
current and voltage laws as well as the branch constitutive relations, the dynamics of the
circuit can be described by a DAE system of the form

E(x) d
dt

x = Ax + f(x) + B u, (1a)

y = BT x, (1b)

where xT =
[

ηT ıTL ıT
V

]
, uT =

[
ıT
I

uT
V

]
and yT =

[
−uT

I
−ıT
V

]
are the state vector,

input and output, respectively, and

E(x) =




AC C (AT
C η)AT

C 0 0
0 L (ıL ) 0

0 0 0


, A =




0 −AL −AV
AT
L 0 0

AT
V

0 0


 , (1c)

f(x) =




−AR g(AT
R η)

0
0


 , B =




−AI 0
0 0
0 −I


 . (1d)
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In these model equations, η is the vector of node potentials, ıL , ıV and ıI are the
vectors of currents through inductors, voltage sources and current sources, respectively,
uV and uI are the vectors of voltages of voltage sources and current sources, respec-
tively. The matrices AC ∈ R

nη ,nC , AL ∈ R
nη ,nL , AR ∈ R

nη,nR , AV ∈ R
nη ,nV and

AI ∈ R
nη ,nI are the incidence matrices describing the topology of the corresponding circuit

elements, where the subscripts C , L , R , V and I stand for capacitors, inductors, resis-
tors, voltage and current sources, respectively. Note that A =

[
AC AL AR AV AI

]

is a reduced incidence matrix obtained from A0 by removing a row correspon-
ding to a ground node. Furthermore, the capacitance matrix-valued function
C : R

nC → R
nC ,nC , the inductance matrix-valued function L : R

nL → R
nL ,nL and

the resistor relation g : R
nR → R

nR characterize the physical properties of the capacitors,
inductors and resistors, respectively. The state vector has the dimension n = nη +nL +nV ,
while the input and output vectors have the dimension m = nI + nV .
We will assume that the DAE system (1) is well-posed in the sense that

(A1) the matrix AV has full column rank,

(A2) the matrix
[

AC AL AR AV
]

has full row rank,

(A3) the matrices C (AT
C η) and L (ıL ) are symmetric, positive definite for all admissible η

and ıL ,

(A4) the function g(AT
R η) is monotonically increasing for all admissible η.

Assumptions (A1) and (A2) imply that the circuit does not contain loops of voltage sources
and cutsets of current sources, respectively, while assumptions (A3) and (A4) mean that
all circuit elements are passive, i.e., they do not generate energy.
In the following, we will distinguish between linear circuit elements like linear resistors, ca-
pacitors and inductors, and nonlinear circuit elements like nonlinear capacitors, inductors,
diodes and transistors. A circuit element is called linear if the current-voltage relation for
this element is linear. Otherwise, the circuit element is called nonlinear. Without loss of
generality we assume that the circuit elements are ordered such that the incidence matrices
can be partitioned as

AC =
[

AC̄ A eC

]
, AL =

[
AL̄ A eL

]
, AR =

[
A R̄ A eR

]
, (1e)

where the incidence matrices AC̄ , AL̄ and A R̄ correspond to the linear circuit components,
and A eC , A eL and A eR are the incidence matrices for the nonlinear devices. We also assume
that the linear and nonlinear elements are not mutually connected, i.e.,

C (AT
C η) =

[
C̄ 0

0 C̃ (AT
eC
η)

]
, L (ıL ) =

[
L̄ 0

0 L̃ (ı eL )

]
, g(AT

R η) =

[
Ḡ AT
R̄

η

g̃(AT
eR
η)

]
, (1f)

where C̄ ∈ R
nC̄ ,nC̄ , L̄ ∈ R

nL̄ ,nL̄ and Ḡ ∈ R
nR̄ ,nR̄ are the capacitance, inductance and

resistance matrices for the corresponding linear elements, whereas C̃ : R
neC → R

neC ,neC ,
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L̃ : R
neL → R

neL ,neL and g̃ : R
neR → R

neR describe the corresponding nonlinear components, and
ı eL is the vector of currents through the nonlinear inductors. It follows from assumptions

(A3) and (A4) that the matrices C̄ , L̄ and Ḡ are symmetric and positive definite, C̃ (AT
eC
η)

and L̃ (ı eL ) are symmetric and positive definite for all admissible η and ı eL , and g̃(AT
eR
η) is

monotonically increasing for all admissible η.
The index concept plays an important role in the analysis of DAEs. To characterize
different analytical and numerical properties of DAE systems, several index notations have
been introduced in the literature, e.g., [2, 8, 11]. For example, the differentiation index is
roughly defined as the minimum of times that all or part of a DAE system must be differen-
tiated with respect to t in order to determine the derivative of x as a continuous function
of t and x. In the following we will use the shorter term “index” instead of “differentiation
index”.
It has been shown in [3] that the MNA system (1) satisfying assumptions (A1)-(A4) has
index at most two. The index is zero if and only if nV = 0 and rank(AC ) = nη. The
following lemma gives equivalent conditions for the circuit to be of index one.

Lemma 2.1 Consider a MNA system (1) that satisfies assumptions (A1)-(A4). Let QC
be a projector onto kerAT

C . The following conditions are equivalent:

(i) system (1) is of index one;

(ii) rank(QT
CAV ) = nV and rank(

[
AC AR AV

]
) = nη;

(iii) rank(
[

AC AV
]
) = rank(AC ) + nV and rank(

[
AC AR AV

]
) = nη.

Proof. The equivalence of (i) and (ii) was proved in [3]. We now show that the conditions
in (ii) and (iii) are equivalent. Obviously, it is enough to prove that rank(QT

CAV ) = nV if
and only if rank(

[
AC AV

]
) = rank(AC ) + nV .

Let S =
[

S1 S2

]
be a nonsingular matrix such that the columns of S2 form a basis of

the kernel of AT
C , i.e., ST

2 AC = 0. Then the projector QC can be represented as

QC = S

[
0 0
0 I

]
S−1.

We have rank(ST
1 AC ) = rank(ST AC ) = rank(AC ) and rank(ST

2 AV ) = rank(QT
CAV ).

Therefore,

rank(
[

AC AV
]
) = rank

[
ST

1 AC ST
1 AV

0 ST
2 AV

]
= rank(AC ) + rank(QT

CAV ).

Thus, the conditions rank(QT
CAV ) = nV and rank(

[
AC AV

]
) = rank(AC ) + nV are

equivalent.

Remark 2.2 Considering the topological structure of the circuit, the rank conditions in
Lemma 2.1 imply that the circuit contains neither CV -loops (loops consisting of capaci-
tors and/or voltage sources) except for C-loops (loops consisting of capacitors only) nor
LI-cutsets (cutsets consisting of inductors and/or current sources). ⊳
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3 Model reduction for nonlinear circuits

In this section, we present a model reduction approach for nonlinear circuits. The first
step involves decoupling the nonlinear equations (1) into linear and nonlinear subsystems
in a suitable way. Then the linear part is approximated by a reduced-order model of
much smaller state space dimension using the PABTEC algorithm [17]. Combining this
reduced-order linear model with the unchanged nonlinear subsystem, we obtain a nonlinear
reduced-order model that approximates the original system (1). We now describe this
model reduction procedure in more detail.

3.1 Decoupling of linear and nonlinear subcircuits

In preparation to the decoupling strategy, we first introduce some notation and present
two auxiliary lemmata.

Lemma 3.1 Let G1, G2 ∈ R
neR ,neR be given such that G1 + G2 is invertible. Then the

matrices

Γ11 = G1(G1 + G2)
−1G1, (2a)

Γ12 = G1(G1 + G2)
−1G2, (2b)

Γ21 = G2(G1 + G2)
−1G1, (2c)

Γ22 = G2(G1 + G2)
−1G2 (2d)

satisfy the relations
Γ12 = Γ21 = G1 − Γ11 = G2 − Γ22. (3)

Proof. For Γ = G1 + G2, we have

Γ12 = G1Γ
−1(G2 + G1 − G1) = G1 − Γ11 = G1 − (G1 + G2 − G2)Γ

−1G1 = Γ21.

Thus, the first two relations in (3) hold. The third relation in (3) can be proved analo-
gously.

Lemma 3.2 Let A eR ∈ {−1, 0, 1}nη,neR and let the matrices G1, G2 ∈ R
neR ,neR be given such

that Γ = G1 + G2 is invertible, and let Γij, i, j = 1, 2, be as in (2). Then we have the
relation

A eR
Γ12A

T
eR

=
[

A1
eR

A2
eR

] [
G1 − Γ11 Γ12

Γ21 G2 − Γ22

][
(A1

eR
)T

(A2
eR
)T

]
,

where A1
eR
∈ {0, 1}nη,neR and A2

eR
∈ {−1, 0}nη,neR satisfy A1

eR
+ A2

eR
= A eR .

Proof. For

A eR = A1
eR

+ A2
eR

=
[

A1
eR

A2
eR

] [
I
I

]
,
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we get

A eR
Γ12A

T
eR

=
[

A1
eR

A2
eR

] [
I
I

]
Γ12

[
I I

]
[

(A1
eR
)T

(A2
eR
)T

]

=
[

A1
eR

A2
eR

] [
Γ12 Γ12

Γ12 Γ12

] [
(A1

eR
)T

(A2
eR
)T

]
.

Then the statement follows from Lemma 3.1.

Definition 3.3 Two DAE systems

E1(x1)
d
dt

x1 = f1(x1) + B1u,
y1 = C1x1

and
E2(x2)

d
dt

x2 = f2(x2) + B2u,
y2 = C2x2

with Ej(xj) ∈ R
n,n, fj(xj) ∈ R

n, Bj ∈ R
n,m and Cj ∈ R

pj ,n, j = 1, 2, are called state
equivalent if for a given input u, the solutions of these systems satisfy x1 = Πx2 with
a permutation matrix Π.

Our goal is now to extract a linear subcircuit from a nonlinear circuit. This can be achieved,
for example, via the replacement of nonlinear circuit devices by controlled current sources.
An advantage of this strategy is that no additional nodes and, hence, no additional states
are introduced into the system. However, in this case, LI-cutsets may occur that may
result in the increasing of the index. To avoid this, we replace the nonlinear capacitors
and resistors by controlled voltage sources. Unfortunately, this introduce additional states
into the DAE system. Furthermore, the replacement of the nonlinear resistors by voltage
sources may lead to the appearance of CV -loops that may again increase the index of
the extracted linear DAE system. To overcome this difficulty, we propose to replace the
nonlinear resistors by an equivalent circuit consisting of two serial linear resistors and one
controlled current source connected parallel to one of the resistors as shown in Figure 2.
This introduces additional nodes, but neither additional CV -loops nor LI-cutsets occur
in the decoupled subcircuit meaning that the index remains unchanged. The suggested
replacements are exemplary demonstrated in Figure 3, where we present two circuits before
and after replacements.
Note that all replacements described above and decoupling the linear subcircuit from the
nonlinear circuit can easily be carried out on the netlist level. In the following theorem,
we perform this decoupling on the equation level.
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Figure 2: Replacements for nonlinear circuit elements
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Figure 3: Exemplary replacements

Theorem 3.4 Let A1
eR
∈ {0, 1}nη,neR and A2

eR
∈ {−1, 0}nη,neR satisfy A1

eR
+A2

eR
= A

eR
, and

let G1, G2 ∈ R
neR ,neR be given such that G1, G2 and Γ = G1 + G2 are symmetric, positive

definite. Assume that u eC ∈ R
neC and ız ∈ R

neR satisfy

u eC = AT
eC
η, (4a)

ız = ΓG−1
1 g̃(AT

eR
η) − G2A

T
eR
η. (4b)

Then system (1) together with the relations

ı eC = C̃ (u eC )
d
dt

u eC , (5a)

ηz = Γ−1(G1(A
1
eR
)T η − G2(A

2
eR
)T η − ız) (5b)
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for the additional unknowns ηz ∈ R
neR and ı eC ∈ R

neC is state equivalent to the system

L̃ (ı eL )
d
dt

ı eL = AT
eL
η (6)

coupled with the linear DAE system

E d
dt

xℓ = Axℓ + Buℓ, (7a)

yℓ = BT xℓ, (7b)

where xT
ℓ =

[
ηT ηT

z ıT
L̄

ıT
V

ıT
eC

]
, uT

ℓ =
[
ıT
I

ıTz ıT
eL

uT
V

uT
eC

]
and

E =




ACCAT
C 0 0

0 L 0

0 0 0


, A=



−ARGAT

R −AL −AV

AT
L 0 0

AT
V 0 0


, B=



−AI 0

0 0

0 −I


, (7c)

with E,A ∈ R
nℓ,nℓ, B ∈ R

nℓ,mℓ and the incidence and element matrices

AC =

[
A
C̄
0

]
, AR =

[
A
R̄

A1
eR

A2
eR

0 −I I

]
, AL =

[
AL̄
0

]
, (7d)

AV =

[
AV A eC
0 0

]
, AI =

[
A

I
A2

eR
A

eL

0 I 0

]
, (7e)

G =



Ḡ 0 0
0 G1 0
0 0 G2


 , C = C̄ , L = L̄ . (7f)

Proof. We show that
[

xT ηT
z ıT

eC

]T
solves (1) and (5) if and only if

[
xT

ℓ ıT
eL

]T
solves

(6) and (7). First note that these vectors are identical up to a permutation. Using (1f), (4a)
and the voltage-current relation (5a) for the nonlinear capacitors, we can rewrite system
(1a), (1c)-(1f) as

AC̄ C̄ AT
C̄

d
dt

η =−A R̄ Ḡ AT
R̄ η−AL̄ ıL̄ −AV ıV −A eC ı eC −AIıI−A eR

g̃(AT
eR
η) − A eL ı eL , (8a)

L̄ d
dt

ıL̄ = AT
L̄ η, (8b)

L̃ (ı eL )
d
dt

ı eL = AT
eL
η, (8c)

0 = AT
V η − uV , (8d)

0 = AT
eC
η − u eC . (8e)
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It follows from (4b) that g̃(AT
eR
η) = G1Γ

−1ız + Γ12A
T
eR
η with Γ12 as in (2b). Substituting

this g̃(AT
eR
η) in (8a) and inserting the relation (5b) for the variable vector ηz, we have

AC̄ C̄ A
T
C̄

d
dt

η = −(A R̄ Ḡ AT
R̄ + A eR

Γ12A
T
eR
)η − AL̄ ıL̄ − AV ıV − A eC ı eC (9a)

−AIıI − A eR
G1Γ

−1ız − A eL ı eL

0 = (G1(A
1
eR
)T − G2(A

2
eR
)T )η − Γηz − ız, (9b)

L̄ d
dt

ıL̄ = AT
L̄ η, (9c)

L̃ (ı eL )
d
dt

ı eL = AT
eL
η, (9d)

0 = AT
V η − uV , (9e)

0 = AT
eC
η − u eC . (9f)

Finally, multiplying (9b) by −(A1
eR
G1 − A2

eR
G2)Γ

−1 and adding up the resulting equation

to (9a), we obtain using Lemma 3.1 the system

AC̄ C̄ A
T
C̄

d
dt

η = −
(
A R̄ Ḡ AT

R̄ + A1
eR
G1(A

1
eR
)T + A2

eR
G2(A

2
eR
)T

)
η (10a)

+
(
A1

eR
GT

1 − A2
eR
GT

2

)
ηz − AL̄ ıL̄ − AV ıV − A eC ı eC

−AIıI − A2
eR
ız − A eL ı eL ,

0 = (G1(A
1
eR
)T − G2(A

2
eR
)T )η − Γηz − ız, (10b)

L̄ d
dt

ıL̄ = AT
L̄ η, (10c)

L̃ (ı eL )
d
dt

ı eL = AT
eL
η, (10d)

0 = AT
V η − uV , (10e)

0 = AT
eC
η − u eC . (10f)

Thus, equations (10), (1b) are state equivalent to the DAE system (6), (7).
Note that the system matrices in the decoupled linear system (7) are in the MNA form
with AC ∈ R

nη̄ ,nC , AL ∈ R
nη̄ ,nL , AR ∈ R

nη̄,nR , AV ∈ R
nη̄ ,nV , AI ∈ R

nη̄ ,nI and G ∈ R
nR, nR ,

C ∈ R
nC , nC , L ∈ R

nL, nL , where nη̄ = nη + n eR , nC = nC̄ , nL = nL̄ , nR = n R̄ + 2n eR ,

nV = nV + n eC and nI = nI + n eR + n eL . System (7) has the state space dimension
nℓ = nη̄ + nL + nV and the input space dimension mℓ = nI + nV . It should also be
noted that the state equivalence in Theorem 3.4 is independent of the choice of the matri-
ces G1 and G2 satisfying the assumptions in the theorem. The substitution of nonlinear
resistors with equivalent circuits as described above implies that these matrices are diago-
nal and their diagonal elements are conductances of the first and the second linear resistors,
respectively, in the replacement circuits. The following example demonstrates that these
conductances can indeed be chosen arbitrarily.

Example 3.5 Consider a simple RCV circuit shown in Figure 4a. Such a circuit can be
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Figure 4: Simple RCV circuit

described by the MNA equations in the form



C̄ 0 0
0 0 0
0 0 0







d
dt

η1
d
dt

η2
d
dt

ıV


 =




0 0 0
0 0 1
0 −1 0







η1

η2

ıV


+



−g̃(η1 − η2)

g̃(η1 − η2)
0


+




0
0
−1


uV , (11a)

y =
[

0 0 −1
]



η1

η2

ıV


 . (11b)

The incidence matrices are given by

AC̄ =

[
1
0

]
, A eR =

[
1
−1

]
, AV =

[
0
−1

]
,

and, hence,

A1
eR

=

[
1
0

]
, A2

eR
=

[
0
−1

]
.

According to the developed replacement strategy, we introduce the new node 3 with the
potential η3, two linear resistors with conductances G1 and G2 and the current source

ız = ΓG−1
1 g̃(η1 − η2) − G2(η1 − η2) (12)

with Γ = G1 + G2. The new circuit is shown in Figure 4b. It is described by the MNA
system




C̄ 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0







d
dt

η1
d
dt

η2
d
dt

η3
d
dt

ıV


 =




−G1 0 G1 0

0 −G2 G2 1

G1 G2 −Γ 0

0 −1 0 0







η1

η2

η3

ıV


+




0 0

1 0

−1 0

0 −1




[
ız
uV

]
, (13a)

yℓ =

[
0 1 −1 0
0 0 0 −1

]



η1

η2

η3

ıV


 . (13b)
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We now show that system (11a) together with the equation

η3 = Γ−1(G1η1 + G2η2 − ız) (14)

is equivalent to (13a) independent of the choice of G1 and G2. Indeed, the third equation
in (13a) yields (14). Substituting η3 in the first and the second equations in (13a) and
taking into account (12), we obtain




C̄ 0 0

0 0 0

0 0 0







d
dt

η1
d
dt

η2
d
dt

ıV


 =




−G1η1 + G1Γ
−1(G1η1 + G2η2 − ız)

−G2η2 + G2Γ
−1(G1η1 + G2η2 − ız) + ız + ıV

−η2 − uV




=




−g̃(η1 − η2)
g̃(η1 − η2) + ıV

−η2 − uV


 .

The reverse statement can be proved analogously. ⊳

The following theorem establishes the well-posedness of the decoupled linear system (7)

under conditions that the original circuit does not contain C̃V -loops (loops consisting of

nonlinear resistors and/or voltage sources) and L̃I-cutsets (cutsets consisting of nonlinear

inductors and/or current sources). C̃V -loops and L̃I-cutsets in the original circuit (1)
would lead after the replacement of the nonlinear capacitors and nonlinear inductors by
voltage sources and current sources, respectively, to V -loops and I-cutsets in the decoupled
circuit (7) that would violate its well-posedness.

Theorem 3.6 Let a nonlinear circuit satisfy assumptions (A1)-(A4). Additionally, as-

sume that it contains neither C̃V -loops nor L̃I-cutsets. Then the linear DAE system (7)
modeling the extracted linear subcircuit is well-posed in the sense that

1. the matrix AV has full column rank,

2. the matrix
[

AC AL AR AV

]
has full row rank,

3. the matrices C, L and G are symmetric and positive definite.

Proof. The third property immediately follows from assumptions (A3), (A4) and the

diagonal structure of G1 and G2. If the circuit does not contain C̃V -loops, then the matrix[
AV A eC

]
has full column rank. Hence, AV in (7e) has also full column rank. The

absence of L̃I-cutsets implies that the matrix
[

AC̄ A eC AL̄ A R̄ A eR AV
]

has full
row rank. Then it follows from

rank(
[

AC AL AR AV

]
) = rank(

[
AC̄ AL̄ A R̄ A1

eR
A2

eR
AV A eC

0 0 0 −I I 0 0

]
)

= rank(

[
AC̄ A eC AL̄ A R̄ A eR AV 0

0 0 0 0 0 0 I

]
)

12



that the matrix
[

AC AL AR AV

]
has also full row rank.

We now show that the slightly stronger index one condition for the nonlinear circuit gua-
rantees that the decoupled linear DAE system (7) is well-posed and, in addition, has index
at most one.

Theorem 3.7 Let a nonlinear circuit satisfy assumptions (A1)-(A4). If this circuit con-
tains neither CV -loops except for C̄-loops with linear capacitors nor LI-cutsets, then the
linear DAE system (7) modeling the extracted linear subcircuit is well-posed and is of index
at most one.

Proof. Since the circuit does not have LI-cutsets and CV -loops except for C̄-loops,
Theorem 3.6 implies that system (7) is well-posed. Moreover, from Remark 2.2 we have

rank(
[

AC̄ A eC AV
]
) = rank(AC̄ ) + n eC + nV ,

rank(
[

AC̄ A eC A R̄ A eR AV
]
) = nη.

Therefore,

rank(
[

AC AV

]
) = rank(

[
AC̄ AV A eC

]
) = rank(AC̄ ) + (nV + n eC ) = rank(AC) + nV ,

rank[AC , AR, AV ] = rank(

[
A
C̄

A
R̄

A eR A
V

A eC 0

0 0 0 0 0 I

]
) = nη + n eR = nη̄.

Note that nη̄ = nη +n eR is the number of nodes in (7). Thus, from Lemma 2.1 we get that

the system (7) is of index at most one.
Note that the index one condition for system (7) implies that its transfer function is proper,
i.e., it is bounded at infinity. The approximation of such systems is much easier than that
of systems with an improper transfer function [21].

3.2 Balancing-related model reduction of linear circuits

We now aim to approximate the decoupled linear DAE system (7) by a reduced-order
model

Ê d
dt

x̂ℓ = Â x̂ℓ + B̂ u,

ŷℓ = Ĉ x̂ℓ,
(15)

where Ê, Â ∈ R
rℓ,rℓ , B̂ ∈ R

rℓ,mℓ , Ĉ ∈ R
mℓ,rℓ , and rℓ is much smaller than the state space

dimension nℓ of system (7). Such a model can be computed via the PABTEC algorithm [17]
based on balanced truncation. In general, balanced truncation model reduction methods
rely on the transformation of the dynamical system into a balanced form whose controlla-
bility and observability Gramians are both equal to a diagonal matrix. Then a reduced-
order model is determined by the truncation of the states corresponding to small diagonal
elements of the balanced Gramians. Depending on system properties, different types of

13



Gramians may be introduced. For passivity-preserving model reduction, the Gramians are
defined as unique stabilizing solutions of the projected Riccati equations

EXĂT + ĂXET + EXC̆TC̆XET + PlB̆B̆T P T
l = 0, X = PrXP T

r , (16)

ET Y Ă + ĂT Y E + ET Y B̆B̆T Y E + P T
r C̆TC̆Pr = 0, Y = P T

l Y Pl, (17)

where
Ă = A − BBT − 2PlB(I − MT

0 M0)
−1MT

0 BT Pr,

B̆ =
√

2BJ−1
o , C̆ =

√
2J−1

c BT ,
JT

o Jo = I − MT
0 M0, JcJ

T
c = I − M0M

T
0 ,

M0 = I − lim
s→∞

BT (sE − A + BBT )−1B,

and Pr and Pl are the spectral projectors onto the right and left deflating subspaces of the
pencil λE − (A − BBT ) corresponding to the finite eigenvalues.
Let RX and RY be the Cholesky factors of the Gramians X = RXRT

X and Y = RY RT
Y ,

respectively. Compute the singular value decomposition

RT
Y ERX = [U1, U2 ]

[
Π1 0
0 Π2

]
[V1, V2 ]T ,

where [ U1, U2 ] and [V1, V2 ] have orthonormal columns,

Π1 = diag(π1, . . . , πr), Π2 = diag(πr+1, . . . , πq)

with π1 ≥ . . . ≥ πr > πr+1 ≥ . . . ≥ πq. The values πj are called the characteristic values
of system (7). They determine the important state variables of the balanced system. The
reduced-order model (15) can be computed by projection onto the left and right subspaces
corresponding to the dominant characteristic values. Such a model is given by

Ê =

[
Ir 0
0 0

]
, Â =

1

2

[
2 W T AT

√
2 W T BC∞

−
√

2 B∞BT T 2 I − B∞C∞

]
,

B̂ =

[
W T B

−B∞/
√

2

]
, Ĉ =

[
BT T C∞/

√
2

]
,

(18)

where W = L U1Π
−1/2
1 , T = R V1Π

−1/2
1 , and the matrices B∞ and C∞ are chosen such

that I −M0 = C∞B∞. One can show that the reduced-order system (15), (18) is passive,
reciprocal and its index does not exceed the index of (7), see [17]. Let

G(s) = BT (sE − A)−1B, Ĝ(s) = Ĉ(sÊ − Â)−1B̂

be the transfer functions of systems (7) and (15), respectively. Then we can estimate the
H∞-norm of the error defined as

‖Ĝ − G‖H∞ = sup
ω∈R

‖Ĝ(iω) − G(iω)‖,

14



where ‖ · ‖ denotes the spectral matrix norm. If ‖I + G‖H∞(πr+1 + . . . + πq) < 2, then we
have the following error bound

‖Ĝ − G‖H∞ ≤ 2‖I + G‖2
H∞

(πr+1 + . . . + πq), (19)

see [16]. In the time domain, the error in the output can be bounded as

‖ŷℓ − yℓ‖L2 ≤ ‖Ĝ − G‖H∞‖u‖L2. (20)

By exploiting the structure of circuit equations, this model reduction procedure can be
made more efficient and accurate. Since the MNA matrices in (7c) satisfy

ET = Sint E Sint, AT = Sint ASint, BT = Sext BT Sint,

where Sint = diag(Inη̄
,−InL

,−InV
) and Sext = diag(InI

,−InV
), we find that

Pl = Sint P T
r Sint, Ymin = Sint Xmin Sint = SintRXRT

XST
int = RY RT

Y .

Thus, for the linear circuit equations (7), it is enough to compute one projector and solve
one projected Riccati equation only. Another projector and also the solution of the dual
Riccati equation are given for free. Furthermore, we can show that RT

Y ERX = RT
XSintERX

is symmetric. Then the characteristic values πj can be computed from an eigenvalue
decomposition of RT

XSintERX instead of a more expensive singular value decomposition.
If λj are eigenvalues of RT

XSintERX , then πj = |λj|. Finally, using the symmetry of the
matrix (I − M0)Sext, we can determine B∞ and C∞ from the eigenvalue decomposition of
(I − M0)Sext. The resulting model reduction method is summarized in Algorithm 3.2.
Note that for RC and RL circuits, also the passivity-preserving balanced truncation model
reduction approach based on projected Lyapunov equations [18] can be applied to compute
the reduced-order model (15).

3.3 Reduced-order nonlinear circuit

We now apply the PABTEC method to the linear descriptor system (7). As a result we
obtain a reduced-order model (15). In particular, this model has the form

Ê d
dt

x̂ℓ = Âx̂ℓ +
[

B̂1 B̂2 B̂3 B̂4 B̂5

]




ıI
ız
ı eL
uV
u eC




, (21a)




ŷℓ1

ŷℓ2

ŷℓ3

ŷℓ4

ŷℓ5




=




Ĉ1

Ĉ2

Ĉ3

Ĉ4

Ĉ5




x̂ℓ, (21b)
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Algorithm 1 Passivity-preserving balanced truncation for electrical circuits (PABTEC).

Given (E, A, B, BT ) as in (7c), compute a reduced-order model (Ê, Â, B̂, Ĉ).

1. Compute the Cholesky factor RX of X = RXRT
X that is the stabilizing solution of

the projected Riccati equation (16).

2. Compute the eigenvalue decomposition

RT
XSintERX = [U1, U2 ]

[
Λ1 0
0 Λ2

]
[U1, U2 ]T ,

where [U1, U2] is orthogonal, Λ1 = diag(λ1, . . . , λr) and Λ2 = diag(λr+1, . . . , λq).

3. Compute the eigenvalue decomposition (I − M0)Sext = U0Λ0U
T
0 , where U0 is ortho-

gonal and Λ0 = diag(λ̂1, . . . , λ̂mℓ
).

4. Compute the reduced-order system (18), where

B∞ = S0|Λ0|1/2UT
0 Sext, C∞ = U0|Λ0|1/2, S0 = sign(Λ0),

W = L U1|Λ1|−1/2, T = SintL U1S1|Λ1|−1/2, S1 = sign(Λ1),

|Λ0| = diag(|λ̂1|, . . . , |λ̂mℓ
|), |Λ1| = diag(|λ1|, . . . , |λr|).

where ŷℓj = Ĉjx̂ℓ, j = 1, . . . , 5, approximate the corresponding components of the output
yℓ in (7a). Therefore, we have

−(A2
eR
)T η − ηz ≈ Ĉ2x̂ℓ, (22a)

−AT
eL
η ≈ Ĉ3x̂ℓ, (22b)

−ı eC ≈ Ĉ5x̂ℓ. (22c)

Then the nonlinear systems (5a) and (6) are approximated by

C̃ (û eC )
d
dt

û eC = −Ĉ5x̂ℓ (23)

and
L̃ (̂ı eL )

d
dt

ı̂ eL = −Ĉ3x̂ℓ, (24)

respectively. Here, û eC and ı̂ eL form approximations to u eC and ı eL , respectively. Furthermore,
for ηz defined in (5b) and ız defined in (4b), we have

−(A2
eR
)T η − ηz = −(A2

eR
)T η − Γ−1

(
G1(A

1
eR
)T − G2(A

2
eR
)T

)
η + Γ−1ız

= −(A2
eR
)T η − Γ−1G1(A

1
eR

+ A2
eR
)T η + (A2

eR
)T η + Γ−1ız

= −Γ−1G1A
T
eR
η + Γ−1ız

= −Γ−1G1A
T
eR
η + G−1

1 g̃(AT
eR
η) − Γ−1G2A

T
eR
η

= −AT
eR
η + G−1

1 g̃(AT
eR
η).
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Taking into account (22a), the vector u eR = AT
eR
η can be approximated by û eR satisfying

0 = −G1Ĉ2x̂ℓ − G1û eR + g̃(û eR ). (25)

Combining (21), (23), (24), (25) and iz ≈ ΓG−1
1 g̃(û eR )−G2û eR , we obtain the DAE system

Ê d
dt

x̂ℓ = Âx̂ℓ + B̂3ı̂ eL + B̂5û eC − B̂2G2û eR + B̂2ΓG−1
1 g̃(û eR ) + B̂1ıI + B̂4uV ,

L̃ (̂ı eL )
d
dt

ı̂ eL = −Ĉ3x̂ℓ,

C̃ (û eC )
d
dt

û eC = −Ĉ5x̂ℓ,

0 = −G1Ĉ2x̂ℓ − G1û eR + g̃(û eR ).

Finally, multiplying the last equation by −B̂2ΓG−1
1 and adding up the resulting equation

to the first one, we obtain the reduced-order nonlinear model

Ê(x̂) d
dt

x̂ = Â x̂ + f̂(x̂) + B̂ u,

ŷ = Ĉ x̂,
(26a)

where x̂T =
[

x̂T
ℓ ı̂TL ûT

C ûT
eR

]
, uT =

[
ıT
I

uT
V

]
and

Ê(x̂) =




Ê 0 0 0

0 L̃ (̂ı eL ) 0 0

0 0 C̃ (û eC ) 0
0 0 0 0


 , Â =




Â + B̂2ΓĈ2 B̂3 B̂5 B̂2G1

−Ĉ3 0 0 0

−Ĉ5 0 0 0

−G1Ĉ2 0 0 −G1


 , (26b)

f̂(x̂) =




0
0
0

g̃(û eR )


 , B̂ =




B̂1 B̂4

0 0
0 0
0 0


 , Ĉ =

[
Ĉ1 0 0 0

Ĉ4 0 0 0

]
. (26c)

This model represents a nonlinear approximation to the nonlinear DAE system (1). It
can now be used for further investigations in steady-state analysis, transient analysis or
sensitivity analysis of electronic circuits. Note that the error bounds (19), (20) for the
reduced-order linear subsystem (21) can be used to estimate the error in the output of
the reduced-order nonlinear system (26), see [9] for such estimates for a special class of
nonlinear circuits. Error bounds for general circuits remain for future work.

4 Numerical Experiments

In this section, we present some results of numerical experiments for two different nonlinear
circuits. The computations were done with MATLAB.
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Example 4.1 First, we consider a nonlinear circuit shown in Figure 5. It contains 1501 li-
near capacitors, 1500 linear resistors, 1 voltage source and 1 diode. Such a circuit is
described by the DAE system (1) of the state space dimension n = 1503. We simulate this
system on the time interval I = [0s, 0.07s] with a fixed stepsize 10−5s using the BDF method
of order 2. The voltage source is given by uV (t) = 10 sin(100πt)4 V, see Figure 6. The linear
resistors have the same resistance R = 2 kΩ, the linear capacitors have the same capacitance
C = 0.02 µF and the diode has a characteristic curve g(u eR ) = 10−14(exp(40 1

V
ueR ) − 1) A.

R R R R

C C C C C
uV

eg(·)

Figure 5: Nonlinear RC circuit

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07
0

5

10

t

u

Input: voltage source

Figure 6: Voltage source for the RC circuit

The dimension rℓ of the reduced-order linear system (15) was determined as rℓ = r + r0,
where r0 = rank(I−M0) and r satisfies the condition (πr+1+. . .+πq) < tol with a prescribed
tolerance tol. For comparison, we compute the reduced-order linear models for the different
tolerances tol = 10−2, 10−3, 10−4, 10−5. The numerical results are given in Figure 7. In
the upper plot of each subfigure, we present the computed outputs y(t) = −ıV (t) and ŷ(t)
of the original and reduced-order nonlinear systems, respectively, whereas the lower plot
shows the error |ŷ(t) − y(t)|.
Table 1 demonstrates the efficiency of the proposed model reduction method. One can
see that for the decreasing tolerance, the dimension of the reduced-order system increases
while the error in the output decreases. The speedup is defined as the simulation time
for the original system divided by the simulation time for the reduced-order model. For
example, a speedup of 219 in simulation of the reduced-order model of dimension n̂ = 13
with the error ‖ŷ − y‖L2(I) = 6.2 · 10−7 was achieved compared to the simulation of the
original system. ⊳
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Figure 7: Outputs of the original and the reduced-order nonlinear systems and the errors
in the output for the different tolerances a) 10−2, b) 10−3, c) 10−4, d) 10−5.

dimension of the original nonlinear system, n 1503 1503 1503 1503

simulation time for the original system, tsim 24012s 24012s 24012s 24012s

tolerance for model reduction of the linear sub-
system, tol

1e-02 1e-03 1e-04 1e-05

time for model reduction, tmor 15s 24s 42s 61s

dimension of the reduced nonlinear system, n̂ 10 13 16 19

simulation time for the reduced system, t̂sim 82s 110s 122s 155s

error in the output, ‖ŷ − y‖L2(I) 7.0e-06 6.2e-07 2.0e-07 4.2e-07

speedup, tsim/t̂sim 294.0 219.0 197.4 155.0

Table 1: Statistics for the RC circuit
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Example 4.2 We consider now the nonlinear circuit shown in Figure 8. It contains 1000
repetitions of subcircuits consisting of 1 inductor, 2 capacitors and 2 resistors. Fur-
thermore, at the beginning and at the end of the chain, we have a voltage source with
uV (t) = sin(100πt)10V as in Figure 9 and an additional linear inductor, respectively. In
the 1st, 101st, 201st, etc., subcircuits, a linear resistor is replaced by a diode, and in the
100th, 200th, 300th, etc., subcircuits, a linear inductor is replaced by a nonlinear induc-
tor. The resulting nonlinear circuit contains 1 voltage source, 1990 linear resistors with
R1 = 20Ω and R2 = 1Ω, 991 linear inductors with L = 0.01H, 2000 linear capacitors with
C = 1 µF, 10 diodes with g̃(u eR ) = 10−14(exp(40 1

V
ueR ) − 1) A, and 10 nonlinear inductors

with
L̃(ı eL ) = Lmin + (Lmax − Lmin) exp(−ı2eLLscl),

where Lmin = 0.001H, Lmax = 0.002H and Lscl = 104 1
A
. The state space dimension of the

resulting DAE system is n = 4003.

1 2

3

3N−2 3N−1

3N

3N+1
R1

R1 R1

R2 R2R2

C

C

C C

nC N·C

L

L

L L

uV

eL (·)
eg(·)

Figure 8: Nonlinear RLC circuit
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Figure 9: Voltage source for RLC circuit

The numerical simulation is done on the time interval I = [0s, 0.05s] using the BDF method
of order 2 with a fixed stepsize of length 5·10−5s. In Figure 10, we again present the outputs
y(t) = −ıV (t) and ŷ(t) of the original and reduced-order nonlinear systems, respectively,
as well as the error |ŷ(t)− y(t)| for the different tolerances tol = 10−2, 10−3, 10−4, 10−5 for
model reduction of the decoupled linear subcircuit. Table 2 demonstrates the efficiency of
the model reduction method. As in the example above, also here one can see that if the
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tolerance decreases, the dimension of the reduced-order system increases while the error
in the output becomes smaller. In particular, for the approximate model of dimension
n̂ = 189 with the error ||ŷ − y||L2(I) = 4.10 · 10−5, the simulation time is only 57 seconds
instead of 1 hour and 13 minutes for the original system that implies a speedup of 76.8.
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Figure 10: The outputs of the original and the reduced-order nonlinear systems and the
errors in the output for the different tolerances a) 10−2, b) 10−3, c) 10−4, d) 10−5.

⊳

5 Conclusion

In this paper, we developed a model order reduction method for large-scale nonlinear DAE
systems arising in circuit simulation. This method is based on decoupling the electronic
circuit into linear and nonlinear subcircuits followed by model reduction of the linear
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dimension of the original nonlinear system, n 4003 4003 4003 4003

simulation time for the original system tsim 4390s 4390s 4390s 4390s

tolerance for model reduction of the linear sub-
system, tol

1e-02 1e-03 1e-04 1e-05

time for the model reduction, tmor 2574s 2598s 2655s 2668s

dimension of the reduced nonlinear system, n̂ 127 152 189 218

simulation time for the reduced system, t̂sim 33s 42s 57s 74s

error in the output, ‖ŷ − y‖L2(I) 2.73e-03 1.67e-04 4.10e-05 4.09e-05

speedup, tsim/t̂sim 132.0 104.1 76.8 59.1

Table 2: Statistics for the RLC circuit

part using a passivity-preserving balancing-related technique. Afterwards, the reduced-
order linear model is recoupled with the unchanged nonlinear subsystem to obtain the
reduced-order nonlinear model. We also analyzed the decoupling effects on the properties
of the extracted linear subsystem. The efficency and applicability of the considered model
reduction approach was demonstrated on two numerical examples.
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[3] D. Estévez Schwarz and C. Tischendorf. Structural analysis for electric circuits and
consequences for MNA. Int. J. Circ. Theor. Appl., 28:131–162, 2000.

[4] P. Feldmann and F. Liu. Sparse and efficient reduced order modeling of linear subcir-
cuits with large number of terminals. In Proceedings of the 2004 IEEE/ACM Interna-
tional Conference on Computer-Aided Design (ICCAD’04), pages 88–92, Washington,
DC, 2004.

[5] R.W. Freund. Reduced-order modeling techniques based on Krylov subspaces and
their use in circuit simulation. In B.N. Datta, editor, Applied and Computational
Control, Signals, and Circuits, volume 1, pages 435–498. Birkhäuser, Boston, 1999.
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[19] M.J. Rewieński. A Trajectory Piecewise-Linear Approach to Model Order Reduction
of Nonlinear Dynamical Systems. Ph.D. thesis, Massachusetts Institute of Technology,
2003.

[20] M. Striebel and J. Rommes. Model order reduction of nonlinear systems in circuit
simulation: status and applications. In P. Benner, M. Hinze, and E.J.W ter Maten, ed-
itors, Model Reduction for Circuit Simulation, volume 74 of Lecture Notes in Electrical
Engineering, pages 279–292. Springer-Verlag, 2011.

[21] T. Stykel. Balancing-related model reduction of circuit equations using topological
structure. In P. Benner, M. Hinze, and E.J.W ter Maten, editors, Model Reduction
for Circuit Simulation, volume 74 of Lecture Notes in Electrical Engineering, pages
53–80. Springer-Verlag, Berlin, Heidelberg, 2011.

[22] P. Triverio, S. Grivet-Talocia, M.S. Nakhla, F. Canavero, and R. Achar. Stability,
causality, and passivity in electrical interconnect models. IEEE Trans. Adv. Packaging,
30(4):795–808, 2007.

[23] A. Verhoeven, J. ter Maten, M. Striebel, and R. Mattheij. Model order reduction
for nonlinear IC models. In A. Korytowski, K. Malanowski, W. Mitkowski, and
M. Szymkat, editors, System Modeling and Optimization, volume 312 of IFIP Advances
in Information and Communication Technology, pages 476–491. Springer-Verlag, 2010.

[24] J. Vlach and K. Singhal. Computer Methods for Circuit Analysis and Design. Van
Nostrand Reinhold, New York, 1994.

[25] F. Yang, X. Zeng, Y. Su, and D. Zhou. RLC equivalent circuit synthesis method for
structure-preserved reduced-order model of interconnect in VLSI. Commun. Comput.
Phys., 3(2):376–396, 2008.

24


