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Abstract We consider passivity-preserving model reduction of circuit equations
using the bounded real balanced truncation method applied to a Moebius-transfor-
med system. This method is based on balancing the solutions of the projected Lur’e
or Riccati matrix equations. We also discuss their numerical solution exploiting the
underlying structure of circuit equations. A numerical example is given.

1 Introduction

A modified nodal analysis (MNA) for linear RLC circuits yields a linear system of
differential-algebraic equations (DAEs)

Eẋ(t) = Ax(t)+Bu(t),
y(t) = Cx(t),
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(2)
Here AC ∈ R

nη,nC , AL ∈ R
nη,nL , AR ∈ R

nη,nR , A
V
∈ R

nη,n
V and AI ∈ R

nη,nI are
incidence matrices describing the circuit topology, andR , L andC are resistance,
inductance and capacitance matrices, respectively. Linear RLC circuits are often
used to model interconnects, transmission lines and pin packages in VLSI networks.

In the following we will assume that
• the matrixA

V
has full column rank;

• the matrix[AC , AL , AR , A
V
] has full row rank;

• the matricesR , L andC are symmetric and positive definite.
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These assumptions guarantee that the pencilλE−A is regular, i.e., det(λE−A) 6≡ 0.
Moreover, system (1), (2) ispassive, i.e., it does not generate energy, andrecipro-
cal, i.e., its transfer functionG(s) = C(sE −A)−1B satisfies the symmetry relation
G(s) = SextG(s)T Sext with an external signatureSext = diag(InI

,−In
V
), see [1]. Fur-

thermore, passivity is equivalent to thepositive realness of G meaning thatG is
analytic in the open right half-planeC+ andG(s)+ GT (s) is positive semidefinite
for all s ∈ C+, see [2].

The numbern = nη + nL+ n
V

of state variables in (1) is related to the number of
circuit elements and usually very large. This makes the analysis and numerical si-
mulation of circuit equations unacceptably time consuming. Therefore, model order
reduction is of great importance.

A general idea of model reduction is to approximate the large-scale system (1)
by a reduced-order model

Ẽ ˙̃x(t) = Ã x̃(t)+ B̃u(t),
ỹ(t) = C̃ x̃(t),

(3)

whereẼ, Ã ∈ Rℓ,ℓ, B̃ ∈ Rℓ,m, C̃ ∈ Rm,ℓ andℓ ≪ n. It is required that the approxi-
mate system (3) captures the input-output behaviour of (1) to a required accuracy
and preserves passivity and reciprocity. The preservationof these properties allows
a back interpretation of the reduced-order model (3) as an electrical circuit which
has fewer electrical components than the original one [1,2].

Krylov subspace based methods [3,4] are mostly used model reduction methods
in circuit simulation. Although these methods are efficientfor very large sparse
problems, stability and passivity are not necessarily preserved in the reduced-order
model. Passivity-preserving model reduction methods based on Krylov subspaces
have been developed for standard state space systems [5, 6] and also for structured
generalized state space systems describing interconnect circuits [4, 7, 8]. Despite
the successful application of these methods in circuit simulation, they provide only
a good local approximation and, so far, there exist no globalerror bounds.

Balanced truncation is another model reduction approach commonly used in con-
trol design. In order to capture specific system properties,different balancing tech-
niques have been developed for standard state space systems, e.g., [9, 10] and also
for DAEs [11, 12]. An important property of balancing-related model reduction is
the existence of computable error bounds. Balanced truncation is based on the trans-
formation of the dynamical system into a balanced form whosecontrollability and
observability Gramians are both equal to a diagonal matrix.Then a reduced-order
model is determined by the truncation of the states corresponding to small diagonal
elements of the balanced Gramians.

In this paper, we present a passivity-preserving model reduction method for cir-
cuit equations (1), (2) that is based on so-called bounded real balanced truncation
applied to a Moebius-transformed system. It requires balancing two Gramians that
satisfy the projected Lur’e equations. Under some assumptions such equations can
be rewritten as the projected Riccati equations. We also discuss the numerical so-
lution of these matrix equations via Newton’s method and present some results of
numerical experiments.
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Throughout the paperRn,m denotes the spaces ofn×m real matrices andAT

stands for the transpose ofA ∈ Rn,m. An identity matrix of ordern is denoted byIn

or simply byI. Further, for symmetric matricesX ,Y ∈Rn,n, we writeX >Y (X ≥Y )
if X −Y is positive (semi)definite. For a real diagonal matrixD = diag(d1, . . . ,dn),
we have|D| = diag(|d1|, . . . , |dn|) and sign(D) = diag(sign(d1), . . . ,sign(dn)).

2 Passivity-preserving balanced truncation

In this section, we present a passivity-preserving balanced truncation method for
circuit equations. This method is based on the fact that the transfer functionG(s) is
positive real if and only if the Moebius-transformed function

G (s) = M (G(s)) :=
(

I −G(s)
)(

I +G(s)
)−1

is bounded real, i.e.,G is analytic inC+ andI−G (s)G T (s) is positive semidefinite
for all s ∈ C+, see [2]. Note that forG(s) = C(sE − A)−1B + D with a nonsin-
gular matrixI + D, the transfer functionG (s) = M (G(s)) can be represented as
G (s) = C (sE −A )−1B +D , where

E = E, A = A−B(I +D)−1C, B = −
√

2B(I +D)−1,

C =
√

2(I +D)−1C, D = (I−D)(I +D)−1.
(4)

For system (1), (2), a passive reduced-order model (3) can becomputed by the
model reduction method presented in [11, 13]. First, we consider the Moebius-
transformed systemG = M (G) and apply a bounded real balanced truncation
method toG , i.e., to (4). The obtained bounded real reduced-order system G̃ is
then transformed intõG = M (G̃ ) which is positive real.

2.1 Bounded real balanced truncation

The bounded realness ofG implies thatG is proper, i.e., there existsM0 = lim
s→∞

G (s).

Furthermore, forE, A, B andC as in (2), theprojected Lur’e equations 1

E X (A−BC)T +(A−BC)XET +2PlBBT PT
l = −2KcKT

c ,

EXCT −PlBMT
0 = −KcJT

c , JcJT
c = I −M0MT

0 , X = PrXPT
r ≥ 0,

(5)

and
ETY (A−BC)+(A−BC)YE +2PT

r CTCPr = −2KT
o Ko,

−ETYB+PT
r CTM0 = −KT

o Jo, JT
o Jo = I −MT

0 M0 Y = PT
l YPl ≥ 0,

(6)

are solvable forX ∈ Rn,n, Kc ∈ Rn,m, Jc ∈ Rm,m andY ∈ Rn,n, Ko ∈ Rm,n, Jo ∈ Rm,m,
respectively, see [13]. Here,Pr andPl are the projectors onto the right and left defla-
ting subspaces of the pencilλE −A + BC corresponding to the finite eigenvalues
along the right and left deflating subspaces corresponding to the eigenvalue at infi-

1 These equations are named after the Russian mathematician andengineer A.I. Lur’e (1901-1980).
In the literature, they are also known as Kalman-Yakubovich-Popovequations [14].
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nity. The minimal solutionsXmin andYmin of (5) and (6) that satisfy 0≤ Xmin ≤ X
and 0≤Ymin ≤Y for all symmetric solutionsX andY of (5) and (6), respectively, are
called thebounded real controllability Gramian and thebounded real observability
Gramian of G .

In the bounded real balanced truncation method, we determine the Cholesky fac-
torsR andL of Xmin = RRT andYmin = LLT , respectively, and compute the singular
value decomposition

LT ER = [U1, U2 ]diag(Π1,Π2)[V1, V2 ]T ,

where[U1, U2] and [V1, V2] have orthonormal columns,Π1 = diag(π1Il1
, . . . ,πrIlr

)

andΠ2 = diag(πr+1Ilr+1
, . . . ,πqIlq

) with π1 > .. . > πr > πr+1 > .. . > πq. The va-

luesπ j are called thecharacteristic values of G . They determine the importance
of state variables. A reduced-order model forG = [E , A , B, C , I ] as in (4) can
be computed by projection onto the left and right subspaces corresponding to the
dominant characteristic values. Such a model is given byG̃ = [ Ẽ , ˜A , B̃, C̃ , I ]
with

Ẽ =

[

I 0
0 0

]

, ˜A =

[

W T (A−BC)T 0
0 I

]

,

B̃ =

[

−
√

2W T B
B∞

]

, C̃ =
[√

2CT, C∞
]

,

whereW = LU1Π−1/2
1

, T = RV1Π−1/2
1

, and the matricesB∞ andC∞ are chosen such
that I −M0 = C∞B∞.

2.2 Application to circuit equations

By exploiting the structure of circuit equations, the modelreduction procedure pre-
sented above can be made more efficient and accurate. Since the MNA matrices in
(2) satisfy

ET = Sint E Sint, AT = Sint ASint, BT = SextC Sint,

whereSint = diag(Inη ,−InL
,−In

V
) andSext = diag(InI

,−In
V
), we find that

Pl = Sint PT
r Sint, Xmin = Sint Ymin Sint = SintLLT ST

int = RRT .

Thus, for the linear circuit equations (1), (2), it is enoughto compute only one pro-
jector and solve only one projected Lur’e equation. Anotherprojector and also the
solution of the dual Lur’e equation are given for free. Furthermore, we can show
thatLT ER = LT ESintL is symmetric. Then the characteristic valuesπ j can be com-
puted from an eigenvalue decomposition ofLT ESintL instead of a more expensive
singular value decomposition. Finally, using the symmetryof (I −M0)Sext, we can
determineB∞ andC∞ from the eigenvalue decomposition of(I −M0)Sext.

Summarizing, we obtain the following PAssivity-preserving Balanced Trunca-
tion method for Electrical Circuits (PABTEC).
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Algorithm 1 Passivity-preserving balanced truncation for electrical circuits.
GivenG = [E, A, B, C ] as in (2), compute a reduced-order modelG̃ = [ Ẽ, Ã, B̃, C̃ ].
1. Compute the Cholesky factorL of Ymin = LLT that is the minimal solution of the

projected Lur’e equation (6).
2. Compute the eigenvalue decomposition

LT ESintL = [U1, U2 ]diag(Λ1,Λ2)[U1, U2 ]T ,

where[U1, U2] is orthogonal,Λ1 = diag(λ1I, . . . ,λrI), Λ2 = diag(λr+1I, . . . ,λqI)
and|λ1| > .. . > |λr| > |λr+1| > .. . > |λq|.

3. Compute the eigenvalue decomposition(I − M0)Sext = U0Λ0UT
0 , whereU0 is

orthogonal andΛ0 = diag(λ̂1, . . . , λ̂m).
4. Compute the reduced-order system

Ẽ =

[

I 0
0 0

]

, Ã =
1
2

[

2W T AT
√

2W T BC∞
−
√

2B∞C T 2I −B∞C∞

]

,

B̃ =

√
2

2

[√
2W T B
−B∞

]

C̃ =

√
2

2

[√
2C T, C∞

]

,

(7)

where B∞ = S0|Λ0|1/2UT
0 Sext, C∞ = U0|Λ0|1/2, S0 = sign(Λ0),

W = LU1|Λ1|−1/2, T = SintLU1S1|Λ1|−1/2, S1 = sign(Λ1).

One can show that the reduced-order system (7) is passive andreciprocal [13].
Furthermore, we can estimate theH∞-norm of the error defined as

‖G̃−G‖
H∞

= sup
s∈C+

‖G̃(s)−G(s)‖,

where‖·‖ denotes the spectral matrix norm. If‖I +G‖
H∞

(πr+1+ . . .+πq) < 1, then
we have the following error bound

‖G̃−G‖
H∞

≤
‖I +G‖2

H∞
(πr+1 + . . .+πq)

1−‖I +G‖
H∞

(πr+1 + . . .+πq)
, (8)

see [11] for details.

3 Computation of the bounded real Gramian

If I −MT
0 M0 is nonsingular, thenI −M0MT

0 is also nonsingular and the projected
Lur’e equation (6) can be rewritten as the projected algebraic Riccati equation

ETY Â+ ÂTYE +ETYB̂ B̂TYE +PT
r ĈTĈPr = 0, Y = PT

l YPl , (9)

where Â = A − BC − 2PlB(I − MT
0 M0)

−1MT
0 CPr, B̂ =

√
2PlBJ−1

o , Ĉ =
√

2J−1
c C,

JT
o Jo = I − MT

0 M0 and JcJT
c = I − M0MT

0 . One can show that the minimal solu-
tion Ymin of (6) is at least a semi-stabilizing solution of (9) in the sense that all the
finite eigenvalues ofλE − Â− B̂B̂TYminE are in the closed left half-plane. Thus, the
bounded real GramianYmin can be computed by solving (9) via Newton’s method.
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Algorithm 2 Newton’s method for the projected Riccati equation.
Given E, Â ∈ R

n,n, B̂ ∈ R
n,m, Ĉ ∈ R

m,n, projectorsPr, Pl and a stabilizing initial
guessY0, compute an approximate solution of the projected Riccati equation (9).

FOR j = 1,2, . . . , jmax

1. ComputeK j = B̂TYj−1E andA j = Â+ B̂K j.
2. Solve the projected Lyapunov equation

ETYj A j +AT
j Yj E = −PT

r (ĈTĈ−KT
j K j)Pr, Yj = PT

l YjPl .

END FOR

Similarly to the standard state space case [15, 16], one can show that if all the
finite eigenvalues ofλE − Â have negative real part, then starting withY0 = 0, all
λE −A j have finite eigenvalues in the open left half-plane only and lim

j→∞
Yj = Ymin.

Some difficulties may occur if the pencilλE − Â has eigenvalues on the imaginary
axis. This problem remains for future work.

If the eigenvalues ofYmin decay to zero very rapidly, thenYmin can be well appro-
ximated by a matrix of low rank. Such a low-rank approximation can be computed
in factored formYmin ≈ L̃L̃T with L̃ ∈ Rn,k, k ≪ n. To determine the low-rank factor
L̃ we can use the same approach as in [17]. Starting withY1,0 = Y0 andY2,0 = 0, in

each Newton iteration we computeK j = B̂T (Y1, j−1−Y2, j−1)E, A j = Â + B̂K j and
then solve two projected Lyapunov equations

ETY1, j A j +AT
j Y1, j E = −PT

r ĈTĈPr, Y1, j = PT
l Y1, j Pl , (10)

ETY2, j A j +AT
j Y2, j E = −PT

r KT
j K jPr, Y2, j = PT

l Y2, j Pl , (11)

for the low-rank factorsL1, j andL2, j such thatY1, j ≈ L1, jL
T
1, j andY2, j ≈ L2, jL

T
2, j,

respectively. Once the convergence is observed, an approximate solutionYmin ≈ L̃L̃T

of the projected Riccati equation (9) can be computed in factored form by solving
the projected Lyapunov equation

ETYÂ+ ÂTYE = −PT
r ĈT

0 Ĉ0Pr, Y = PT
l YPl (12)

with Ĉ0 = [ĈT , ET (Y1, jmax
−Y2, jmax

)B̂ ]T . For computing low-rank factors of the
solutions of the projected Lyapunov equations (10)–(12), we can use the genera-
lized alternating direction implicit method [18]. Note that in this method we need
to compute the products(ET + τAT

j )
−1v with τ ∈ C− andv ∈ Rn. Taking into ac-

count thatE +τA j = E +τ(A−BC)− B̂K̂ j with the low-rank matriceŝB ∈R
n,m and

K̂ j = τ(J−T
o MT

0 CPr −K j) ∈ Rm,n we can use the Sherman-Morrison-Woodbury for-
mula [19, Section 2.1.3] to compute these products as

(ET + τAT
j )

−1v = v1 +M
K̂

(

(Im − B̂T M
K̂
)−1B̂T

)

v1,

wherev1 = (ET + τ(A−BC)T )−1v andM
K̂

= (ET + τ(A−BC)T )−1K̂T
j . The latter

can be determined by solving linear systems with the sparse matrix ET +τ(A−BC)T
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either by computing sparse LU factorization or by using iterative Krylov subspace
methods [20].

A major difficulty in the numerical solution of the projectedLyapunov and Ric-
cati equations with large matrix coefficients is that the matrix M0 and the spec-
tral projectorsPl andPr are required. Fortunately, we can exploit the structure of
the MNA matrices (2) to construct the required projectors inexplicit form using
a matrix chain approach from [21]. Furthermore, we can obtain an explicit formula
for the matrixM0 and derive necessary and sufficient conditions for invertibility of
I −MT

0 M0 in terms of the circuit topology, see [13] for details.

4 Numerical example

In this section, we present some results of numerical experiments to demonstrate the
feasibility of the PABTEC method.

Example This example describing a three-port RC circuit was provided by NEC
Laboratories Europe. We have a passive system of ordern = 2007. The minimal
solution of the projected Riccati equation (9) was approximated by a low-rank mat-
rix Ymin ≈ L̃ L̃T with L̃ ∈ Rn,118 using
Newton’s method. Figure 1 shows that
the characteristic values decay rapidly,
so we can expect a good approxima-
tion by a reduced-order model. The
original system was approximated by
a model of orderℓ = 44. The spec-
tral norms of the frequency responses
‖G(iω)‖ and‖G̃(iω)‖ for a frequency
rangeω ∈ [1, 1015] are presented in
Figure 2. We also display there the ab-
solute error‖G̃(iω)−G(iω)‖ and the
error bound (8).
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Fig. 1 RC circuit: characteristic values ofG .
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Fig. 2 RC circuit: (left) the frequency responses of the original and the reduced-order systems;
(right) the absolute error and error bound.
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