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Balanced Truncation Model Reduction

for Semidiscretized Stokes Equation

Tatjana Stykel∗

Abstract

We discuss model reduction of linear continuous-time descriptor systems that arise in the
control of semidiscretized Stokes equations. Balanced truncation model reduction me-
thods for descriptor systems are presented. These methods are closely related to the proper
and improper controllability and observability Gramians and Hankel singular values of
descriptor systems. The Gramians can be computed by solving projected generalized
Lyapunov equations. Important properties of the balanced truncation approach are that
the asymptotic stability is preserved in the reduced order system and there is an a priori
bound on the approximation error. We demonstrate the application of balanced truncation
model reduction to the semidiscretized Stokes equation.
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1 Introduction

Consider the instationary Stokes equation describing the flow of an incompressible fluid

∂v

∂t
= ∆v −∇p + f, (ξ, t) ∈ Ω × (0, tf ),

0 = div v, (ξ, t) ∈ Ω × (0, tf )
(1.1)

with the initial and boundary conditions
v(ξ, t) = g(ξ, t), (ξ, t) ∈ ∂Ω × (0, tf ),
v(ξ, 0) = v0(ξ), ξ ∈ Ω.

Here v(ξ, t) ∈ R
d is the velocity vector (d = 2 or 3 is the dimension of the spatial domain),

p(ξ, t) ∈ R is the pressure, f(ξ, t) ∈ R
d is the vector of external forces, Ω ⊂ R

d is a bounded
open domain with boundary ∂Ω and tf > 0 is the endpoint of the time interval. The spatial
discretization of the Stokes equation by the finite difference or the finite element method
produces a system in the generalized state space (or descriptor) form

M v̇h(t) = Lvh(t) − DTph(t) + B0u(t),
0 = −Dvh(t) + B2u(t),

(1.2)
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where vh(t) ∈ R
nv and ph(t) ∈ R

np are the semidiscretized vectors of velocities and pressures,
respectively, M ∈ R

nv,nv is the symmetric, positive definite mass matrix and L ∈ R
nv,nv is

the discrete Laplace operator. The matrices DT ∈ R
nv,np and D ∈ R

np,nv are the discrete
gradient and divergence operators. Due to the non-uniqueness of the pressure, the matrix D
has a rank defect which in most spatial discretization methods is equal to one. In this case
instead of D we can take a full row rank matrix obtained from D by discarding the last row.
Therefore, in the following we will assume without loss of generality that D has full row rank.
The matrices B0 ∈ R

nv,m, B2 ∈ R
np,m and the control input u(t) ∈ R

m are resulting from
the boundary conditions and external forces.

System (1.2) together with the output equation y(t) = C0vh(t)+C2ph(t) can be rewritten
as a descriptor system

E ẋ(t) = Ax(t) + B u(t),
y(t) = C x(t),

(1.3)

where E, A ∈ R
n,n, B ∈ R

n,m, C ∈ R
q,n, x(t) ∈ R

n is the state vector, u(t) ∈ R
m is the

control input, y(t) ∈ R
q is the output. The order n = nv +np of system (1.3) depends on the

fineness of the discretization and is usually very large, whereas the number m of inputs and
the number q of outputs are small. Note that the matrices E and A in (1.3) are sparse and
have a special block structure.

Simulation, control and optimization of large-scale sparse dynamical systems arising from
semidiscretization of partial differential equations become prohibitive because of computa-
tional complexity and storage requirements. This motivates model order reduction that con-
sists in an approximation of the descriptor system (1.3) by a reduced order system

Ẽ ˙̃x(t) = Ã x̃(t) + B̃ u(t),

ỹ(t) = C̃ x̃(t),
(1.4)

where Ẽ, Ã ∈ R
ℓ,ℓ, B̃ ∈ R

ℓ,m, C̃ ∈ R
q,ℓ and the order ℓ of this system is much smaller than the

order n of (1.3). Note that systems (1.3) and (1.4) have the same input u(t). One requires that
the approximate system (1.4) preserves properties of the original system (1.3) like regularity
and stability. It is also desirable to estimate how well system (1.3) is approximated by (1.4).
Moreover, the computation of the reduced order system should be numerically stable and
efficient. Among other things the model reduction method has to be suitable for large-scale
and sparse systems.

There exist various model reduction approaches for standard (E = I) state space systems
such as balanced truncation [18, 24, 32, 37, 38], singular perturbation approximation [22],
optimal Hankel norm approximation [14], proper orthogonal decomposition [30, 39] and mo-
ment matching approximation [1, 12]. Unfortunately, there is no general approach that can
be considered as optimal. Surveys on system approximation and model reduction can be
found in [1, 10].

Model reduction of descriptor systems based on Padé approximation via the Lanczos
process has been considered in [9, 11, 13, 16]. This approach consists in computing the
Krylov subspaces and projecting the dynamical system onto these subspaces. Krylov subspace
methods are attractive for large-scale sparse systems, since only matrix-vector multiplications
are required. Drawbacks of this technique are that there is no approximation error bound for
the reduced order system and stability is not necessarily preserved.

The balanced truncation approach [18, 24, 29, 32, 37, 38] related to the controllability and
observability Gramians is free from these disadvantages. Balanced truncation methods are
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based on transforming the dynamical system to a balanced form whose controllability and
observability Gramians become diagonal and equal, together with truncation of states that
are both difficult to reach and to observe. The diagonal elements of the transformed Gramians
are known as the Hankel singular values of the dynamical system, and the truncated states
correspond to the small Hankel singular values, see [24] for details. Important advantages
of this approach are that asymptotic stability is preserved in the reduced order system and
an a priori bounds on the approximation error can be derived [8, 14].

The computation of the controllability and observability Gramians as well the Hankel
singular values involves the solution of two Lyapunov equations. Recently, effective iterative
methods based on the ADI method and the Smith method have been proposed [19, 20, 25, 26]
to compute a low rank approximation for the solution of standard Lyapunov equations with
large-scale sparse matrices.

The balanced truncation approach has been extended to descriptor systems in [35]. The
method proposed there is based on decoupling the descriptor system (1.3) into slow and fast
subsystems [5] that correspond to the deflating subspaces of the pencil λE−A associated with
the finite and infinite eigenvalues, respectively, and then reducing the order only of the slow
subsystem. Thereby the fast subsystem remains unchanged. However, in many applications,
including the semidiscretized Stokes equation, the order of the fast subsystem may be much
larger than the order of the slow subsystem, see [35, Example 7.6]. In this paper we discuss
how the order of the fast subsystem can also be reduced by using the balanced truncation
technique.

Section 2 contains some basic concepts of model reduction via balanced truncation for
descriptor systems. In particular, we consider generalizations of controllability and obser-
vability Gramians as well as Hankel singular values for descriptor systems. The latter play
an important role in estimating the approximation error. In Section 3 we apply these results
to the semidiscretized Stokes equation (1.2). We also discuss how the block structure of this
equation may be used to reduce the computational effort. A numerical example is presented
in Section 4 to illustrate the applicability and effectiveness of the proposed model reduction
algorithms.

2 Model reduction for descriptor systems

In this subsection we briefly review some of the results from [35, 36].

Consider the continuous-time descriptor system (1.3). Assume that the matrix pencil
λE − A is regular, that is, det(λE − A) 6= 0 for some λ ∈ C. In this case λE − A can be
reduced to the Weierstrass canonical form [34]. There exist nonsingular matrices W and T
such that

E = W

[
Inf

0

0 N

]
T and A = W

[
J 0
0 In∞

]
T, (2.1)

where Ik denotes the identity matrix of order k, J and N are matrices in Jordan canonical form
and N is nilpotent with index of nilpotency ν. The numbers nf and n∞ are the dimensions
of the deflating subspaces of λE − A corresponding to the finite and infinite eigenvalues,
respectively, and ν is the index of the pencil λE −A and of the descriptor system (1.3). The
matrices

Pr = T−1

[
Inf

0

0 0

]
T, Pl = W

[
Inf

0

0 0

]
W−1 (2.2)
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are the spectral projections onto the right and left deflating subspaces of the pencil λE − A
corresponding to the finite eigenvalues.

Applying the Laplace transform [7] to the descriptor system (1.3), we find that

y(s) = C(sE − A)−1Bu(s) + C(sE − A)−1Ex(0),

where x(s), u(s) and y(s) are the Laplace transforms of x(t), u(t) and y(t), respectively.
The rational matrix-valued function G(s) = C(sE − A)−1B, s ∈ C, is called the transfer
function of the continuous-time descriptor system (1.3). For Ex(0) = 0, G(s) gives the
transfer relation between the Laplace transforms of the input u(t) and the output y(t). Using
the Weierstrass canonical form (2.1), we obtain the following Laurent expansion at infinity
for the transfer function

G(s) =

∞∑

k=−∞

CFkBs−k−1, (2.3)

where the matrices Fk have the form

Fk =





T−1

[
Jk 0
0 0

]
W−1, k = 0, 1, 2 . . . ,

T−1

[
0 0
0 −N−k−1

]
W−1, k = −1,−2, . . . .

(2.4)

Note that Fk = 0 for k < −ν, where ν is the index of the pencil λE − A. The transfer
function G(s) is called proper if it has no poles at infinity. Clearly, G(s) is proper if and only
if CFkB = 0 for k < −1.

For any rational matrix-valued function G(s), there exist matrices E, A, B and C
such that G(s) = C(sE − A)−1B, see [5]. A continuous-time descriptor system (1.3) with
these matrices is called a realization of G(s). We will also denote a realization of G(s) by
G = [ E, A, B, C ] or by

G =

[
sE − A B

C

]
.

Note that the realization of G(z) is, in general, not unique [5].

2.1 Controllability and observability Gramians

The descriptor system (1.3) is asymptotically stable if the pencil λE − A is c-stable, i.e, it is
regular and all the finite eigenvalues of λE −A lie in the open left half-plane, see [5]. In this
case the integrals

Gpc =

∫ ∞

0
F(t)BBTFT (t) dt

and

Gpo =

∫ ∞

0
FT (t)CT CF(t) dt

exist, where F(t) is the fundamental solution matrix of system (1.3) given by

F(t) = T−1

[
etJ 0
0 0

]
W−1
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and T , W and J are as in (2.1). The matrix Gpc is called the proper controllability Gramian
and the matrix Gpo is called the proper observability Gramian of the continuous-time descriptor
system (1.3). The improper controllability Gramian of system (1.3) is defined by

Gic =

−1∑

k=−ν

FkBBT F T
k ,

and the improper observability Gramian of system (1.3) is given by

Gio =
−1∑

k=−ν

F T
k CT CFk,

where the matrices Fk are as in (2.4). Note that the improper controllability and observability
Gramians Gic and Gio are, up to the sign, the same as those defined in [3]. If E = I, then Gpc

and Gpo are the usual controllability and observability Gramians for the standard state space
system [14].

It has been shown in [35] that the proper controllability and observability Gramians are the
unique symmetric, positive semidefinite solutions of the projected generalized continuous-time
Lyapunov equations

EGpcA
T + AGpcE

T = −PlBBT P T
l ,

Gpc = PrGpc
(2.5)

and
ETGpoA + ATGpoE = −P T

r CT CPr,
Gpo = GpoPl,

(2.6)

respectively, where Pl and Pr are given in (2.2). Furthermore, the improper controllability
and observability Gramians are the unique symmetric, positive semidefinite solutions of the
projected generalized discrete-time Lyapunov equations

AGicA
T − EGicE

T = (I − Pl)BBT (I − Pl)
T ,

PrGic = 0
(2.7)

and
ATGioA − ETGioE = (I − Pr)

T CT C(I − Pr),
GioPl = 0,

(2.8)

respectively.
Recall that the descriptor system (1.3) is called completely controllable if for all λ ∈ C,

rank [λE − A, B] = n and rank [E, B] = n.

System (1.3) is called completely observable if

rank

[
λE − A

C

]
= n for all λ ∈ C and rank

[
E
C

]
= n.

The controllability and observability Gramians can be used to characterize complete control-
lability and complete observability properties of system (1.3).

Theorem 2.1. [3, 35] Consider the descriptor system (1.3). Assume that λE−A is c-stable.
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1. System (1.3) is completely controllable if and only if the proper controllability Gramian
Gpc is positive definite on ImP T

r and the improper controllability Gramian Gic is positive
definite on KerP T

r .

2. System (1.3) is completely observable if and only if the proper observability Gramian
Gpo is positive definite on ImPl and the improper observability Gramian Gio is positive
definite on KerPl.

2.2 Hankel singular values

Similar to standard state space systems [14], the controllability and observability Gramians
can be used to define Hankel singular values for the descriptor system (1.3) that are of great
importance in model reduction via balanced truncation.

Consider the matrices GpcE
TGpoE and GicA

TGioA. These matrices play the same role
for descriptor systems as the product of the controllability and observability Gramians for
standard state space systems [14]. It has been shown in [35] that all the eigenvalues of
GpcE

TGpoE and GicA
TGioA are real and non-negative.

Definition 2.2. Let λE −A be a c-stable pencil and let nf and n∞ be the dimensions of the
deflating subspaces of λE−A corresponding to the finite and infinite eigenvalues, respectively.
The square roots of the nf largest eigenvalues of the matrix GpcE

TGpoE, denoted by ςj , are
called the proper Hankel singular values of the descriptor system (1.3). The square roots of
the n∞ largest eigenvalues of the matrix GicA

TGioA, denoted by θj , are called the improper
Hankel singular values of system (1.3).

The proper and improper Hankel singular values together form the set of Hankel singular
values of the descriptor system (1.3). For E = I, the proper Hankel singular values are the
classical Hankel singular values of the standard state space system [14].

Since the proper and improper controllability and observability Gramians are symmetric
and positive semidefinite, there exist full rank factorizations

Gpc = RpR
T
p , Gpo = LT

p Lp,

Gic = RiR
T
i , Gio = LT

i Li,
(2.9)

where the matrices Rp, Lp, Ri and Li are full rank Cholesky factors [17]. The following lemma
gives a connection between the proper and improper Hankel singular values and the standard
singular values of the matrices LpERp and LiARi.

Lemma 2.3. [35] Let λE −A be a c-stable pencil. Consider the full rank factorizations (2.9)
of the Gramians of the descriptor system (1.3). The non-zero proper Hankel singular values
of (1.3) are the non-zero singular values of the matrix LpERp, while the non-zero improper
Hankel singular values of (1.3) are the non-zero singular values of the matrix LiARi.

2.3 Balanced truncation

As mentioned above, for a given transfer function G(s), there are many different realizations.
Here we are interested only in particular realizations that are most useful in model reduction.

Definition 2.4. A realization [ E, A, B, C ] of the transfer function G(s) is called minimal if
the dimension of the matrices E and A is small as possible.
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The following theorem gives necessary and sufficient conditions for a realization of G(s)
to be minimal.

Theorem 2.5. [5] A realization G = [ E, A, B, C ] is minimal if and only if the descriptor
system (1.3) is completely controllable and completely observable.

From Theorems 2.1 and 2.5 we obtain the following result.

Corollary 2.6. Consider the descriptor system (1.3), where the pencil λE − A is c-stable.
The following statements are equivalent:

1. the realization [ E, A, B, C ] is minimal;

2. rank(Gpc) = rank(Gpo) = rank(GpcE
TGpoE) = nf and

rank(Gic) = rank(Gio) = rank(GicA
TGioA) = n∞;

3. the proper and improper Hankel singular values of (1.3) are non-zero.

Definition 2.7. A realization G = [ E, A, B, C ] with the c-stable pencil λE − A is called
balanced if

Gpc = Gpo =

[
Σ 0
0 0

]
and Gic = Gio =

[
0 0
0 Θ

]

with Σ = diag(ς1, . . . , ςnf
) and Θ = diag(θ1, . . . , θn∞).

For a minimal realization [E, A, B, C ] with the c-stable pencil λE−A, one can show that
there exist transformation matrices Wb and Tb such that the realization

[ W T
b ETb, W T

b ATb, W T
b B, CTb ] (2.10)

is balanced, see [36]. These matrices are given by

Wb =
[
LT

p UpΣ
−1/2, LT

i UiΘ
−1/2

]
,

Tb =
[
RpVpΣ

−1/2, RiViΘ
−1/2

]
.

(2.11)

It should be noted that just as for standard state space systems [14, 24], the balancing
transformation for descriptor systems is not unique. Indeed, if Wb and Tb transform the
descriptor system (1.3) to a balanced form, then for any diagonal matrix S with diagonal
entries ±1, the matrices WbS and TbS are also a balancing transformation.

Remark 2.8. For the matrices Wb and Tb as in (2.11), we have

Eb = W T
b ETb =

[
Σ−1/2UT

p LpERpVpΣ
−1/2 Σ−1/2UT

p LpERiViΘ
−1/2

Θ−1/2UT
i LiERpVpΣ

−1/2 Θ−1/2UT
i LiERiViΘ

−1/2

]
=

[
Inf

0

0 E2

]
,

Ab = W T
b ATb =

[
Σ−1/2UT

p LpARpVpΣ
−1/2 Σ−1/2UT

p LpARiViΘ
−1/2

Θ−1/2UT
i LiARpVpΣ

−1/2 Θ−1/2UT
i LiARiViΘ

−1/2

]
=

[
A1 0
0 In∞

]
,

where E2 = Θ−1/2UT
i LiERiViΘ

−1/2 is nilpotent and A1 = Σ−1/2UT
p LpARpVpΣ

−1/2 is nonsin-
gular. Thus, the pencil λEb − Ab is in Weierstrass-like canonical form. It is regular, c-stable
and has the same index as λE − A.
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If the descriptor system (1.3) is not minimal, then it has states that are uncontrollable
or/and unobservable. These states correspond to the zero proper and improper Hankel sin-
gular values and can be truncated without changing the input-output relation in the sys-
tem. Note that the number of non-zero improper Hankel singular values of (1.3) is equal to
rank(GicA

TGioA) which can in turn be estimated as

rank(GicA
TGioA) ≤ min(νm, νq, n∞).

This estimate shows that if the index ν of the pencil λE − A times the number m of inputs
or the number q of outputs is much smaller than the dimension n∞ of the deflating subspace
of λE − A corresponding to the infinite eigenvalues, then the order of system (1.3) can be
reduced significantly.

Furthermore, taking into account the input-output energy characterization via the proper
controllability and observability Gramians, see [35, 36], we conclude that the truncation of
the states related to the small proper Hankel singular values does not change the system
properties essentially.

Remark 2.9. Unfortunately, this does not hold for the improper Hankel singular values. If
we truncate the states that correspond to the small improper Hankel singular values, then the
pencil of the reduced order system may have no infinite eigenvalues or may get finite eigenva-
lues in the closed right half-plane, see such an example in [21]. As a result the approximation
will be inaccurate.

In summary, we have the following algorithm which is a generalization of the square root
balanced truncation method [18, 37] for the descriptor system (1.3).

Algorithm 2.1. Generalized Square Root Balanced Truncation (GSRBT) method.
Input: A realization [ E, A, B, C ] such that λE − A is c-stable.
Output: A reduced order system [ Ẽ, Ã, B̃, C̃ ].
1. Compute the full rank Cholesky factors Rp and Lp of the proper controllability and ob-
servability Gramians Gpc = RpR

T
p and Gpo = LT

p Lp that satisfy the projected generalized
continuous-time Lyapunov equations (2.5) and (2.6), respectively.
2. Compute the full rank Cholesky factors Ri and Li of the improper controllability and
observability Gramians Gic = RiR

T
i and Gio = LT

i Li that satisfy the projected generalized
discrete-time Lyapunov equations (2.7) and (2.8), respectively.
3a. Compute the ’thin’ singular value decomposition

LpERp = [ U1, U2 ]

[
Σ1 0
0 Σ2

]
[ V1, V2 ]T , (2.12)

where the matrices [ U1, U2 ] and [ V1, V2 ] have orthonormal columns, Σ1 = diag(ς1, . . . , ςℓf
)

and Σ2 = diag(ςℓf+1, . . . , ςrp) with rp = rank(LpERp) and ς1 ≥ . . . ≥ ςℓf
> ςℓf+1 ≥ . . . ≥ ςrp.

3b. Compute the ’thin’ singular value decomposition

LiARi = U3Θ3V
T
3 , (2.13)

where U3 and V3 have orthonormal columns, Θ3 = diag(θ1, . . . , θℓ∞) with ℓ∞ = rank(LiARi).
4. Compute the matrices

Wℓ = [ LT
p U1Σ

−1/2
1 , LT

i U3Θ
−1/2
3 ], Tℓ = [ RpV1Σ

−1/2
1 , RiV3Θ

−1/2
3 ]. (2.14)

5. Compute the reduced order system [ Ẽ, Ã, B̃, C̃ ] = [ W T
ℓ ETℓ, W T

ℓ ATℓ, W T
ℓ B, CTℓ ].
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If the original system (1.3) is highly unbalanced or if the deflating subspaces of the pencil
λE − A corresponding to the finite and infinite eigenvalues are close, then the projection
matrices Wℓ and Tℓ are ill-conditioned. To avoid accuracy loss in the reduced system, a square
root balancing free method has been proposed in [38] for standard state space systems. This
method can be generalized for descriptor systems as follows.

Algorithm 2.2. Generalized Square Root Balancing Free (GSRBF) method.
Input: A realization [ E, A, B, C ] such that λE − A is c-stable.
Output: A reduced order system [ Ĕ, Ă, B̆, C̆ ].
1. Compute the full rank Cholesky factors Rp and Lp of the proper controllability and obser-
vability Gramians Gpc = RpR

T
p and Gpo = LT

p Lp that satisfy (2.5) and (2.6), respectively.
2. Compute the full rank Cholesky factors Ri and Li of the improper controllability and
observability Gramians Gic = RiR

T
i and Gio = LT

i Li that satisfy (2.7) and (2.8), respectively.
3. Compute the ’thin’ singular value decompositions (2.12) and (2.13).
4. Compute the ’economy size’ QR decompositions

[ RpV1, RiV3 ] = QRR, [ LT
p U1, LT

i U3 ] = QLL, (2.15)

where QR, QL ∈ R
n,ℓ have orthonormal columns and R, L ∈ R

ℓ,ℓ are upper triangular and
nonsingular.
5. Compute the reduced order system [ Ĕ, Ă, B̆, C̆ ] = [ QT

LEQR, QT
LAQR, QT

LB, CQR ].

The GSRBT and GSRBF methods are mathematically equivalent in the sense that they
return reduced systems with the same transfer function. Indeed, taking into account (2.14)
and (2.15), we obtain that

QL = [ LT
p U1, LT

i U3 ]L−1 = Wℓ

[
Σ

1/2
1 0

0 Θ
1/2
3

]
L−1 = WℓS1,

QR = [ RpV1, RT
i V3 ]R−1 = Tℓ

[
Σ

1/2
1 0

0 Θ
1/2
3

]
R−1 = TℓS2,

where S1 = diag(Σ
1/2
1 , Θ

1/2
3 )L−1 and S2 = diag(Σ

1/2
1 , Θ

1/2
3 )R−1 are nonsingular. Then

Ğ(s) = C̆(sĔ − Ă)−1B̆ = C̃S2(sS
T
1 ẼS2 − ST

1 ÃS2)
−1ST

1 B̃ = G̃(s).

Since the projection matrices QL and QR computed by the GSRBF method have orthonormal
columns, they may be significantly better conditioned than the projection matrices Wℓ and
Tℓ computed by the GSRBT method. It should be noted that the realization [ Ĕ, Ă, B̆, C̆ ]
is, in general, not balanced and the pencil λĔ − Ă is not in Weierstrass-like canonical form
any more.

2.4 Approximation error

Computing the reduced order descriptor system via balanced truncation can be interpreted
as transforming at first the system (1.3) to the block diagonal form

[
W̌ (sE − A)Ť W̌B

CŤ

]
=




sEf − Af Bf

sE∞ − A∞ B∞

Cf C∞


 ,
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where W̌ and Ť are nonsingular, the pencil λEf − Af has the finite eigenvalues only and
all eigenvalues of λE∞ − A∞ are infinite, and then reducing the order of the subsystems
[ Ef , Af , Bf , Cf ] and [E∞, A∞, B∞, C∞ ] separately. Clearly, the reduced order system
(1.4) is asymptotically stable and minimal.

The described decoupling of system matrices is equivalent to the additive decomposition
of the transfer function as G(s) = Gsp(s) + P(s), where Gsp(s) = Cf (sEf − Af )−1Bf is
the strictly proper part and P(s) = C∞(sE∞ − A∞)−1B∞ is the polynomial part of G(s).
The reduced order system (1.4) has the transfer function G̃(s) = G̃sp(s) + P̃(s), where

G̃sp(s) = C̃f (sẼf − Ãf )−1B̃f and P̃(s) = C̃∞(sẼ∞ − Ã∞)−1B̃∞ are the transfer functions of
the reduced subsystems. For the subsystem [ Ef , Af , Bf , Cf ] with nonsingular Ef , we have
the following upper bound on the H∞-norm of the absolute error

‖Gsp(s) − G̃sp(s)‖H∞ := sup
ω∈R

‖Gsp(iω) − G̃sp(iω)‖2 ≤ 2(ςℓf+1 + . . . + ςnf
)

that can be derived as in [8, 14]. Here ‖ · ‖2 denotes the spectral matrix norm.
Reducing the order of the subsystem [E∞, A∞, B∞, C∞ ] is equivalent to the balanced

model reduction of the discrete-time system

A∞zk+1 = E∞zk + B∞ηk,
wk = C∞zk

with the nonsingular matrix A∞. The Hankel singular values of this system are just the
improper Hankel singular values of (1.3). Since we truncate only the states corresponding
to the zero improper Hankel singular values, the equality P(s) = P̃(s) holds and the index
of the reduced order system is equal to deg(P) + 1, where deg(P) denotes the degree of
the polynomial P(s), or, equivalently, the multiplicity of the pole at infinity of the transfer
function G(s). In this case the error system G(s)−G̃(s) = Gsp(s)−G̃sp(s) is strictly proper,
and we have the following H∞-norm error bound

‖G(s) − G̃(s)‖H∞ ≤ 2(ςℓf+1 + . . . + ςnf
).

Existence of this error bound is an important property of the balanced truncation model
reduction approach for descriptor systems. It makes this approach preferable compared, for
instance, to moment matching techniques [9, 11, 13, 16] or the proper orthogonal decompo-
sition method [30, 39].

3 Balanced truncation for the Stokes equation

As follows from the previous considerations, computing the spectral projections Pl and Pr as
well as solving the projected generalized Lyapunov equations take the highest computational
expenses. To compute the full rank factors of the Gramians we can use the generalized
Schur-Hammarling method as proposed in [35]. Since this method is based on computing the
generalized upper triangular form [6] of the pencil λE − A, it costs O(n3) flops and has the
memory complexity O(n2). Thus, the generalized Schur-Hammarling method can be applied
to problems of small or medium size only. Moreover, this method does not take into account
the sparsity or any structure of the system. In this section we will discuss how the block
structure and sparsity of the semidiscretized Stokes equation (1.2) can be used to reduce the
computational cost and memory requirements.
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Consider the semidiscretized Stokes equation (1.2), where M is symmetric, positive definite
and D has full row rank. Assume that (1.2) is asymptotically stable. Computing a Cholesky
factorization M = UT

MUM , we define new matrices A11 = U−T
M LU−1

M , A12 = −U−T
M DT ,

B1 = U−T
M B0 and C1 = C0U

−1
M . Then system (1.2) together with the output equation

y(t) = C0vh(t) + C2ph(t) can be rewritten as the descriptor system (1.3) with matrix co-
efficients

E =

[
I 0
0 0

]
, A =

[
A11 A12

AT
12 0

]
, B =

[
B1

B2

]
, C = [ C1, C2 ], (3.1)

where A12 ∈ R
nv,np has full column rank and the pencil λE − A is c-stable. Note that these

matrices will never be computed explicitly, since the results would be dense matrices unless
M is diagonal.

3.1 Computing the projectors Pr and Pl

To compute the spectral projections Pr and Pl onto the right and left deflating subspaces
of λE − A corresponding to the finite eigenvalues we use the canonical projection technique
proposed in [23]. Let

Er
0 = E, Ar

0 = −A, Er
k+1 = Er

k + Ar
kQ

r
k, Ar

k+1 = Ar
k(I − Qr

k),

El
0 = E, Al

0 = −A, El
k+1 = El

k + Ql
kA

l
k, Al

k+1 = (I − Ql
k)A

l
k, (3.2)

where Qr
k and (Ql

k)
T are projections onto Ker Er

k and Ker (El
k)

T , respectively. Since the
matrix A12 has full column rank, the matrix AT

12A12 is nonsingular and the pencil λE −A is
of index two. In this case the matrices Er

2 and El
2 are nonsingular and the projections Qr

1 and
Ql

1 can be chosen such that Qr
1 = Qr

1(E
r
2)

−1Ar
1 and Ql

1 = Al
1(E

l
2)

−1Ql
1. Then the spectral

projections Pr and Pl onto the right and left deflating subspaces of λE −A corresponding to
the finite eigenvalues can be computed as

Pr =
(
I − Qr

0(I − Qr
1)(E

r
2)

−1Ar
0

)
(I − Qr

1), (3.3)

Pl = (I − Ql
1)

(
I − Al

0(E
l
2)

−1(I − Ql
1)Q

l
0

)
, (3.4)

see [23] for details.

For the pencil λE − A with matrices E and A as in (3.1), we have

Qr
0 =

[
0 0
0 I

]
, Er

1 =

[
I −A12

0 0

]
, Ar

1 =

[
−A11 0
−AT

12 0

]
.

The projection Qr
1 onto Ker Er

1 has the form

Qr
1 =

[
A12(A

T
12A12)

−1AT
12 0

(AT
12A12)

−1AT
12 0

]

It is easy to verify that the matrix

Er
2 =

[
I − A11A12(A

T
12A12)

−1AT
12 −A12

−AT
12 0

]
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is nonsingular and Qr
1 = Qr

1(E
r
2)

−1Ar
1. Therefore, from (3.3) we obtain that

Pr =

[
Π 0

−(AT
12A12)

−1AT
12A11Π 0

]
, (3.5)

where Π = I − A12(A
T
12A12)

−1AT
12 is the orthogonal projection onto KerAT

12 along Im A12.
Analogously, we find from (3.2) and (3.4) that

Pl =

[
Π −ΠA11A12(A

T
12A12)

−1

0 0

]
.

Note that if A is symmetric, then Pr = P T
l .

3.2 Computing the proper controllability and observability Gramians

Consider now the projected generalized continuous-time Lyapunov equation (2.5), where the
pencil λE − A is c-stable. Let the proper controllability Gramian

Gpc =

[
X11 X12

XT
12 X22

]
, (3.6)

with X11 = XT
11 and X22 = XT

22 be partitioned in blocks conformally to E and A in (3.1).
Using (3.1), (3.5) and (3.6) we obtain from the first equation in (2.5) that

A11X11 + X11A
T
11 + A12X

T
12 + X12A

T
12 = −ΠB12B

T
12Π, (3.7)

X11A12 = 0,

where B12 = B1 − A11A12(A
T
12A12)

−1B2. From the equations Gpc = PrGpc = PrGpcP
T
r it

follows that

X11 = ΠX11, X12 = −X11A
T
11A12(A

T
12A12)

−1, (3.8)

X22 = (AT
12A12)

−1AT
12A11X11A

T
11A12(A

T
12A12)

−1.

Combining (3.7) and (3.8), we find that X11 satisfies the projected Lyapunov equation

ΠA11X11 + X11A
T
11Π = −ΠB12B

T
12Π, X11 = ΠX11. (3.9)

This equation is equivalent to the projected Lyapunov equation

ΠA11ΠX11 + X11ΠAT
11Π = −ΠB12B

T
12Π (3.10)

in the sense that (3.9) and (3.10) have the same unique symmetric, positive semidefinite
solution.

Let R1 be a full column rank Cholesky factor of X11 = R1R
T
1 . Then the proper controlla-

bility Gramian of the semidiscretized Stokes equation (1.2) can be computed in factored form
Gpc = RpR

T
p , where

Rp =

[
R1

−(AT
12A12)

−1AT
12A11R1

]
. (3.11)

Analogously, we obtain that the proper observability Gramian of system (1.2) has the form
Gpo = LT

p Lp with

Lp = [ L1, −L1A11A12(A
T
12A12)

−1 ]. (3.12)

12



Here L1 is a full row rank Cholesky factor of the solution Y11 = LT
1 L1 of the projected

continuous-time Lyapunov equation

ΠAT
11ΠY11 + Y11ΠA11Π = −ΠCT

12C12Π (3.13)

with C12 = C1−C2(A
T
12A12)

−1AT
12A11. Using (3.1), (3.11) and (3.12), we find LpERp = L1R1.

Thus, the proper Hankel singular values of the semidiscretized Stokes equation (1.2) can be
computed from the singular value decomposition of the matrix L1R1.

We will now discuss the numerical solution of the projected Lyapunov equations (3.10)
and (3.13). Since these equations have the same structure, we restrict ourself to consideration
of equation (3.10) only.

Let V be a matrix whose columns form an orthonormal basis of ImΠ = Ker AT
12. Then

the projector Π is represented as Π = V V T . Multiplying equation (3.10) from the left by V T

and from the right by V , we obtain that the solution of (3.10) is given by X11 = V X0V
T ,

where X0 satisfies the Lyapunov equation

V T A11V X0 + X0V
T AT

11V = −V T B12B
T
12V. (3.14)

If the pencil λE − A is c-stable, then all eigenvalues of the matrix V T A11V have negative
real part and, hence, equation (3.14) has a unique symmetric positive definite solution X0. It
was observed that in many cases the eigenvalues of the solution X0 of (3.14) with a low rank
right-hand side decay very fast, see [2, 27, 33]. Then the matrix X0 and also X11 = V X0V

T

can be well approximated by low rank matrices. In other words, it is possible to find a matrix
X with a few columns such that X = ΠX and X11 ≈ XXT . The matrix X is referred to as
the low rank Cholesky factor of X11.

To compute the low rank Cholesky factor X of the solution of the Lyapunov equation
(3.10) we do not need to compute the matrix V and solve the Lyapunov equation (3.14).
Instead, we can apply a low rank Cholesky factor alternating direction implicit (LRCF-ADI)
method [19, 20, 25, 26] to equation (3.10) directly. This method can be written as

X(1) =
√
−2τ1 (ΠA11Π + τ1I)−1ΠB12, X1 = X(1),

X(k) =

√
τk

τk−1

(
I − (τk−1 + τk)(ΠA11Π + τkI)−1

)
X(k−1), Xk = [ Xk−1, X(k) ],

(3.15)

where τ1, . . ., τk are real and negative ADI shift parameters that satisfy the ADI minimax
problem

{τ1, . . . , τk} = argmin
τ1,...,τk∈R−

max
t∈Sp(ΠA11Π)\{0}

|rk(t)|
|rk(−t)| .

Here R
− = (−∞, 0), rk(t) = (t − τ1) · . . . · (t − τk) and Sp(ΠA11Π) denotes the spectrum

of ΠA11Π. If the matrix ΠA11Π is symmetric and lower and upper bounds on its non-zero
spectrum are available, then the optimal parameters can be computed by a parameter selection
procedure described in [40, Section 6.2]. Otherwise, we can calculate the suboptimal ADI shift
parameters by using a heuristic algorithm [26, Algorithm 5.1] that is based on an Arnoldi
iteration applied to ΠA11Π. For the stopping criteria and complexity of the LRCF-ADI
method, see [19, 26, 28].

It should be noted that neither the matrix ΠA11Π nor the matrices (ΠA11Π + τkI)−1 in
(3.15) are computed explicitly. Instead, we exploit the product structure and solve linear
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systems of type (ΠA11Π + τkI)x = Πf or, equivalently, Π(A11 + τkI)Πx = Πf . Since all
non-zero eigenvalues of ΠA11Π have negative real part and all τk are negative, these systems
have unique solutions that can efficiently be computed by iterative Krylov subspace methods,
see [31]. Note further that in exact arithmetic we have X(k) = ΠX(k). However, due to
roundoff errors and approximate solution of linear systems it may happen that the columns
of X(k) drift off from Im Π. To avoid this we need to correct the computed matrix X(k) by
multiplication from the right by Π.

3.3 Computing the improper controllability and observability Gramians

We will now compute the improper controllability and observability Gramians Gic and Gio of
the semidiscretized Stokes equation (1.2). Let the improper controllability Gramian

Gic =

[
Z11 Z12

ZT
12 Z22

]
(3.16)

with Z11 = ZT
11 and Z22 = ZT

22 be partitioned in blocks conformally to E and A in (3.1). Sub-
stituting (3.1), (3.5) and (3.16) in the projected generalized discrete-time Lyapunov equation
(2.7), we obtain that

A11Z11A
T
11+A12Z

T
12A

T
11+A11Z12A

T
12+A12Z22A

T
12−Z11 = B21B

T
21, (3.17)

AT
12Z11A

T
11 + AT

12Z12A
T
12 = B2B

T
21, (3.18)

AT
12Z11A12 = B2B

T
2 , (3.19)

where B21 = B1 − ΠB12. Moreover, from PrGic = GicP
T
r = 0 we have ΠZ11 = Z11Π = 0 and

ΠZ12 = 0. Then it follows from (3.18) and (3.19) that

Z11 = A12(A
T
12A12)

−1B2B
T
2 (AT

12A12)
−1AT

12,

Z12 = A12(A
T
12A12)

−1B2B
T
12A12(A

T
12A12)

−1.

Finally, if we substitute Z11 and Z12 in (3.17) and multiply this equation by (AT
12A12)

−1AT
12

from the left and by A12(A
T
12A12)

−1 from the right, we obtain that

Z22 = (AT
12A12)

−1AT
12B12B

T
12A12(A

T
12A12)

−1 + (AT
12A12)

−1B2B
T
2 (AT

12A12)
−1.

Thus, the improper controllability Gramian of the semidiscretized Stokes equation (1.2) can
be computed in factored form Gic = RiR

T
i , where

Ri =

[
A12(A

T
12A12)

−1B2 0

(AT
12A12)

−1AT
12B12 (AT

12A12)
−1B2

]
. (3.20)

Analogously, we obtain from the projected generalized discrete-time Lyapunov equation (2.8)
that the improper observability Gramian of (1.2) has the form Gio = LT

i Li, where

Li =

[
C2(A

T
12A12)

−1AT
12 C12A12(A

T
12A12)

−1

0 C2(A
T
12A12)

−1

]
. (3.21)

Note that the factors Ri ∈ R
n,2m and LT

i ∈ R
n,2q in (3.20) and (3.21) are, in general, not of

full rank, but they have only a few columns if m and q are small.
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It follows from (3.1), (3.20) and (3.21) that

LiARi =

[
B11 C2(A

T
12A12)

−1B2

C2(A
T
12A12)

−1B2 0

]
. (3.22)

where B11 = C1A12(A
T
12A12)

−1B2 + C2(A
T
12A12)

−1AT
12B12. Hence, to determine the improper

Hankel singular values of (1.2) we have to compute the singular value decomposition of the
matrix LiARi ∈ R

2q,2m as in (3.22).

3.4 Three model reduction methods for the Stokes equation

To reduce the order of the semidiscretized Stokes equation (1.2) we use Algorithm 2.1, where
the full rank factors Rp and Lp as in (3.11) and (3.12) are replaced by the low rank factors.

Let X = ΠX and Y = ΠY be low rank Cholesky factors of the solutions X11 ≈ XXT

and Y11 ≈ Y Y T of the projected Lyapunov equations (3.10) and (3.13), respectively. Then
the dominant proper Hankel singular values of (1.2) can be approximated by the dominant
singular values of the matrix Y T X. Consider the ’thin’ singular value decompositions

Y T X = [ U1, U2 ]

[
Σ1 0
0 Σ2

]
[ V1, V2 ]T , (3.23)

[
B11 C2(A

T
12A12)

−1B2

C2(A
T
12A12)

−1B2 0

]
= U3Θ3V

T
3 , (3.24)

where the matrices [ U1, U2 ], [ V1, V2 ], U3 and V3 have orthonormal columns, Θ3 is nonsingu-
lar, Σ1 = diag(σ1, . . . , σℓf

) and Σ2 = diag(σℓf+1, . . . , σr) with σ1≥ . . .≥σℓf
>σℓf+1≥ . . .≥σr

and r = rank(Y T X). Then the projection matrices Wℓ and Tℓ in (2.14) are rewritten as

Wℓ = [ SY U1Σ
−1/2
1 , LT

i U3Θ
−1/2
3 ], Tℓ = [ SXV1Σ

−1/2
1 , RiV3Θ

−1/2
3 ], (3.25)

where S =

[
I

−(AT
12A12)

−1AT
12A11

]
, Ri and Li are as in (3.20) and (3.21), respectively. Ta-

king into account that X = ΠX and Y = ΠY , we compute the reduced order system
[ Ẽ, Ã, B̃, C̃ ] = [ W T

ℓ ETℓ, W T
ℓ ATℓ, W T

ℓ B, CTℓ ] with

Ẽ =

[
Iℓf

0

0 W T
∞C2(A

T
12A12)

−1B2T∞

]
, Ã =

[
W T

f A11Tf 0

0 Iℓ∞

]
,

B̃ =

[
W T

f B12

Θ3T
T
∞

]
, C̃ =

[
C12Tf , W∞Θ

1/2
3

]
,

(3.26)

and Wf = Y U1Σ
−1/2
1 , Tf = XV1Σ

−1/2
1 , W∞ = [ Iq, 0 ]U3Θ

−1/2
3 , T∞ = [ Im, 0 ]V3Θ

−1/2
3 .

In summary, we have the following algorithm that is a generalization of a low rank square
root method [19, 29] for the semidiscretized Stokes equation (1.2).

Algorithm 3.1. Generalized Low Rank Square Root (GLRSR) method for the semidiscretized
Stokes equation.
Input: Matrices M , L, D, B0, B2, C0, C2.
Output: A reduced order system [ Ẽ, Ã, B̃, C̃ ].
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0. If M 6= I, then compute the Cholesky factorization M = UT
MUM , where UM is upper

triangular. Otherwise, UM = I.
1. Use the LRCF-ADI method (3.15) to compute the low rank Cholesky factors X = ΠX
and Y = ΠY such that XXT and Y Y T are approximate solutions of the projected Lyapu-
nov equations (3.10) and (3.13), respectively, where A11 = U−T

M LU−1
M , A12 = −U−T

M DT and
B12 = U−T

M B0 − A11A12(A
T
12A12)

−1B2, C12 = C0U
−1
M − C2(A

T
12A12)

−1AT
12A11.

2. Compute the ’thin’ singular value decompositions (3.23) and (3.24).
3. Compute the reduced order system [ Ẽ, Ã, B̃, C̃ ] as in (3.26).

Note that if A is symmetric and B 6= CT in (3.1), then the matrices Ẽ and Ã as in (3.26)
are, in general, not symmetric. The reduced order system with the symmetric matrices Ẽ
and Ã can be computed by applying the GLRSR method to a symmetrized system

Ĝ =

[
sE − A B̂

B̂T

]
, B̂ =

[
B, CT

]
(3.27)

with more inputs and outputs but the same number of state variables. Such a system is
square in the sense that it has the equal number m+ q of inputs and outputs, and its transfer
function is symmetric, i.e., Ĝ(s) = ĜT (s). In this case the proper controllability Gramian Ĝpc

of (3.27) is equal to the proper observability Gramian Ĝpo and the improper controllability

and observability Gramians Ĝic and Ĝio of (3.27) are also equal.
Using the same computational technique as in Sections 3.2 and 3.3, we obtain that the

full rank Cholesky factors R̂p and R̂i of the Gramians Ĝpc = Ĝpo and Ĝic = Ĝio, respectively,
have the form

R̂p =

[
R̂

−(AT
12A12)

−1AT
12A11R̂

]
, (3.28)

R̂i =

[
A12(A

T
12A12)

−1B̂2 0

(AT
12A12)

−1AT
12B̂12 (AT

12A12)
−1B̂2

]
,

where B̂2 = [ B2, CT
2 ], B̂12 = [ B12, CT

12 ] and R̂ is a full rank Cholesky factor of the solution

X̂11 = R̂R̂T of the projected Lyapunov equation

ΠA11ΠX̂11 + X̂11ΠA11Π = −ΠB̂12B̂
T
12Π. (3.29)

Since R̂T
p ER̂p = R̂T R̂ and R̂T

i AR̂i are symmetric, the projection matrices Wℓ and Tℓ can

be chosen as Wℓ = Tℓ = [ R̂pV̂1, R̂iV̂3 ], where the columns of V̂1 are the right singular

vectors corresponding to the dominant singular values of R̂ and the columns of V̂3 are the
right singular vectors corresponding to the non-zero singular values of the symmetric matrix
R̂T

i AR̂i ∈ R
2(m+q),2(m+q) or R̂i ∈ R

nv,2(m+q). Since the matrix R̂i has much more rows than

R̂T
i AR̂i, we will compute V̂3 from the singular value decomposition of the matrix

R̂T
i AR̂i =

[
B̂11 B̂T

2 (AT
12A12)

−1B̂2

B̂T
2 (AT

12A12)
−1B̂2 0

]
,

where B̂11 = [ B1, CT
1 ]T A12(A

T
12A12)

−1B̂2 + B̂T
2 (AT

12A12)
−1AT

12B̂12.
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If we replace the full rank factor R̂ by the low rank Cholesky factor X̂ of the solution
X̂11 ≈ X̂X̂T of (3.29), then we obtain the following algorithm that is, in fact, a generalization
of a dominant subspace projection method proposed in [19, 29] for standard state space systems.

Algorithm 3.2. Generalized Dominant Subspace Projection (GDSP) method for the semidis-
cretized Stokes equation.

Input: Matrices M , L, D, B0, B2, C0, C2.

Output: A reduced order system [ Ẽ, Ã, B̃, C̃ ].

0. If M 6= I, then compute the Cholesky factorization M = UT
MUM , where UM is upper

triangular. Otherwise, UM = I.

1. Use the LRCF-ADI method (3.15) to compute the low rank Cholesky factor X̂ = ΠX̂
such that X̂X̂T is an approximate solution of the projected Lyapunov equation (3.29), where
A11 = U−T

M LU−1
M , A12 = −U−T

M DT and B̂12 = U−T
M [ B0, CT

0 ] − A11A12(A
T
12A12)

−1[ B2, CT
2 ].

2a. Compute the ’thin’ singular value decomposition

X̂ =
[
Û1, Û2

] [
Σ̂1 0

0 Σ̂2

] [
V̂1, V̂2

]T
, (3.30)

where the matrices [ Û1, Û2 ] and [ V̂1, V̂2 ] have orthonormal columns, Σ̂1 = diag(σ̂1, . . . , σ̂ℓ̂f
)

and Σ̂2 = diag(σ̂ℓ̂f+1, . . . , σ̂r̂) with σ̂1 ≥ . . . ≥ σ̂ℓ̂f
> σ̂ℓ̂f+1 ≥ . . . ≥ σ̂r̂ > 0, r̂ = rank(X̂).

2b. Compute the ’thin’ singular value decomposition

[
B̂11 B̂T

2 (AT
12A12)

−1B̂2

B̂T
2 (AT

12A12)
−1B̂2 0

]
= Û3Θ̂3V̂

T
3 ,

where B̂2 = [ B2, CT
2 ] and B̂11 = [ B0, CT

0 ]T U−1
M A12(A

T
12A12)

−1B̂2 + B̂T
2 (AT

12A12)
−1AT

12B̂12,

ÛT
3 and V̂ T

3 have orthonormal columns and Θ̂3 is nonsingular.

3. Compute the reduced order system [ Ẽ, Ã, B̃, C̃ ] = [ T̂ T
ℓ̂
ET̂

ℓ̂
, T̂ T

ℓ̂
AT̂

ℓ̂
, T̂ T

ℓ̂
B, CT̂

ℓ̂
], where

E, A, B, C are as in (3.1) and

T̂ℓ̂ =
[
SÛ1, R̂iV̂3

]
(3.31)

with S =

[
I

−(AT
12A12)

−1AT
12A11

]
and R̂i as in (3.28).

The following theorem gives a connection between the GLRSR and GDSP methods.

Theorem 3.1. Suppose that the reduced order systems computed by the GLRSR and GDSP
methods have orders ℓ = ℓf + ℓ∞ and ℓ̂ = ℓ̂f + ℓ̂∞, respectively, where ℓf ≤ rank(Y TX),

ℓ∞ = rank(LiARi), ℓ̂f = rank(X̂) and ℓ̂∞ = rank(R̂T
i AR̂i). Let Wℓ, Tℓ ∈ R

n,ℓ be the

projection matrices as in (3.25) and let T̂ℓ̂ ∈ R
n,ℓ̂ be the projection matrix as in (3.31). Then

ImWℓ ⊆ Im [ Yp, LT
i ] ⊆ Im T̂ℓ̂, ImTℓ ⊆ Im [ Xp, Ri ] ⊆ Im T̂ℓ̂, (3.32)

where Yp = SY and Xp = SX are the low rank Cholesky factors of the proper observability
and controllability Gramians Gpo and Gpc of (1.2), respectively.
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Proof. The projection matrices Wℓ, Tℓ and T̂ℓ̂ can be rewritten as

Wℓ = [ Wℓf
, Wℓ∞ ] with Wℓf

= SY U1Σ
−1/2
1 , Wℓ∞ = LT

i U3Θ
−1/2
3 ,

Tℓ = [ Tℓf
, Tℓ∞ ] with Tℓf

= SXV1Σ
−1/2
1 , Tℓ∞ = RiV3Θ

−1/2
3 ,

T̂ℓ̂ = [ T̂ℓ̂f
, T̂ℓ̂∞

] with T̂ℓ̂f
= S[ Û1, Û2 ], T̂ℓ̂∞

= R̂iV̂3. (3.33)

From (3.15), where B12 is replaced by B̂12 = [ B12, CT
12 ], we obtain that the low rank

Cholesky factor X̂ computed in Step 1 of Algorithm 3.2 has the form X̂ = [X, Y ]P bX
, where

X and Y are the low rank Cholesky factors computed in Step 1 of Algorithm 3.1 and P bX
is

a permutation matrix. In this case

Im (Y U1Σ
−1/2
1 ) ⊆ Im Y ⊆ Im [ X, Y ] = Im X̂ = Im [ Û1, Û2 ]

and, hence, ImWℓf
⊆ ImYp ⊆ Im T̂ℓ̂f

. Moreover, taking into account that R̂i = [ Ri, LT
i ],

we get

Im Wℓ∞ = Im(LT
i U3Θ

−1/2
3 ) ⊆ Im LT

i ⊆ Im R̂i = Im T̂ℓ̂∞
.

Analogously, one can show that ImTℓf
⊆ Im Xp ⊆ Im T̂ℓ̂f

and Im Tℓ∞ ⊆ ImRi ⊆ Im T̂ℓ̂∞
.

Thus, inclusions (3.32) hold.

It follows from the proof of Theorem 3.1 that the range of T̂ℓ̂f
as in (3.33) can be considered

as an approximation of the union of the dominant subspaces of the proper controllability and
observability Gramians Gpc and Gpo of system (1.2), whereas the column of T̂ℓ̂∞

given in (3.33)
span the union of the ranges of the improper controllability and observability Gramians Gic

and Gio of (1.2). This justifies why Algorithm 3.2 is called the dominant subspace projection
method.

Note that for ℓ̂∞ > ℓ∞, the reduced order system computed by the GDSP method is
not minimal and has still redundant state variables. To compute the minimal reduced order
system for (1.3), (3.1) with symmetric A and B2 = C1 = 0, we can combine the GLRSR and
GDSP methods in the following way.

Algorithm 3.3. Generalized Symmetric Low Rank Square Root (GSLRSR) method for the
semidiscretized Stokes equation.
Input: Matrices M , L, D, B0, C2.
Output: A reduced order system [ Ẽ, Ã, B̃, C̃ ].
0. If M 6= I, then compute the Cholesky factorization M = UT

MUM , where UM is upper
triangular. Otherwise, UM = I.
1. Use the LRCF-ADI method (3.15) to compute the low rank Cholesky factor X̂ = ΠX̂
such that X̂X̂T is an approximate solution of the projected Lyapunov equation (3.29), where
A11 = U−T

M LU−1
M , A12 = −U−T

M DT and B̂12 = [ U−T
M B0, −A11A12(A

T
12A12)

−1CT
2 ].

2. Compute the ’thin’ singular value decompositions (3.30) and (3.24).
3. Compute the reduced order system

Ẽ =

[
Iℓ̂f

0

0 0

]
, Ã =

[
ÛT

1 A11Û1 0
0 Iℓ∞

]
, B̃ =

[
ÛT

1 B1

Θ
1/2
3 V T

3

]
,

C̃ =
[
−C2(A

T
12A12)

−1AT
12A11Û1, U3Θ

1/2
3

]
.

(3.34)
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We see that the matrices Ẽ and Ã in (3.34) are symmetric, the pencil λẼ − Ã is of index
one and the reduced order system has order ℓ̃ = ℓ̂f + ℓ∞.

4 Numerical examples

In this section we demonstrate the reliability and performance of the proposed balanced trun-
cation model reduction methods for the semidiscretized Stokes equation. All of the following
results were obtained on a SunOS 5.8 workstation at the Department of Mathematics and
Statistics of the University of Calgary. The computations were performed with MATLAB 6.5
using IEEE double precision arithmetic with relative machine precision ǫ = 2.22 × 10−16.

Consider the two dimensional instationary Stokes equation (1.1), where Ω = (0, 1)×(0, 1),
ξ = (ξ1, ξ2)

T is the vector of space variables and the boundary conditions are non-slip, i.e.,
v(ξ, t) = 0 for (ξ, t) ∈ ∂Ω × (0, tf ). Using a finite volume semidiscretization method on
a uniform staggered grid [4, 41] with n1 + 1 points in the ξ1-direction and n2 + 1 points in
ξ2-direction, we obtain system (1.2) with M = I. For simplicity, B0 ∈ R

nv,1 is chosen
at random, B2 = C0 = 0 and C2 = [ 1, 0 ] ∈ R

1,np with nv = (n1 + 1)n2 + n1(n2 + 1),
np = (n1 + 1)(n2 + 1) − 1. For n1 = n2 = 22, we have nv = 1012, np = 528 and the
dimensions of the deflating subspaces of the pencil corresponding to the finite and infinite
eigenvalues are nf = 484 and n∞ = 1056, respectively.

Figure 1 shows the 25 largest proper Hankel singular values of system (1.2) and eigen-
values of the solutions X11 and Y11 of the projected Lyapunov equations (3.10) and (3.13),
respectively. One can see that the eigenvalues decay very fast and, hence, the matrices X11

and Y11 can be well approximated by matrices of low rank. Using the LRCF-ADI method we
have computed the low rank Cholesky factors X, Y ∈ R

1012,16 of the solutions of equations
(3.10), (3.13) and the low rank Cholesky factor X̂ ∈ R

1012,32 of the solution of (3.29).

Figure 2 shows the proper Hankel singular values of (1.2) and the singular values of the
matrix Y TX. We see that the proper Hankel singular values are quite well approximated by
the singular values of Y TX.

In Figures 3 and 4 we illustrate how accurate the semidiscretized Stokes equation is approx-
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Figure 4: Error systems for the fixed choice
ℓf = ℓ̂f = 15.

imated by the reduced order models computed by three different model reduction methods
described in Section 3.4. We display the spectral norm of the error system G(iω)−G̃(iω) for a
frequency rang ω ∈ [1, 106]. Two distinct choices of the reduced orders ℓ = ℓf +ℓ∞, ℓ̂ = ℓ̂f +ℓ̂∞
and ℓ̃ = ℓ̂f + ℓ̂∞ were made. In the first experiment, see Figure 3, the values ℓf and ℓ̂f are

chosen as largest indexes such that σℓf
(Y TX)/σ1(Y

TX) ≥ tol and σℓ̂f
(X̂)/σ1(X̂) ≥ tol with

prescribed tolerance tol. In the second experiment, see Figure 4, we choose ℓf = ℓ̂f . The

values ℓ∞ and ℓ̂∞ in both experiments are equal to the numerical rank of the matrices LiARi

and R̂T
i AR̂i, respectively.

For the adaptive choice of ℓf and ℓ̂f the reduced orders ℓ of the systems computed by the

GLRSR method are generally smaller than the orders ℓ̂ and ℓ̃ of the systems delivered by the
GDSP and GSLRSR methods, respectively. For tol=10−6, we have ℓ=10, ℓ̂=29 and ℓ̃ = 28.
We see that the approximation by the GDSP method is better for low frequencies whereas
the GSLRSR method delivers the best approximation for the middle and high frequency
ranges. However, for fixed ℓf = ℓ̂f = 15, the approximation error for the GLRSR method is
considerably smaller than for the GDSP and GSLRSR methods.

5 Conclusion

In this paper we have discussed balanced truncation model reduction for descriptor systems.
This approach is related to the proper and improper controllability and observability Grami-
ans and Hankel singular values that can be computed by solving projected generalized Lya-
punov equations. The balanced truncation method is based on transforming the descriptor
system to a balanced form and reducing the order by truncation of the states that correspond
to the small proper and zero improper Hankel singular values. Important properties of this
method are that the regularity and stability is preserved in the reduced order system and
there is an a priori bound on the approximation error.

We have also discussed the application of the balanced truncation model reduction to
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the semidiscretized Stokes equation. This equation has a special block structure that can
be used to reduce the computational effort. The proper controllability and observability
Gramians for the semidiscretized Stokes equation with a small number of inputs and outputs
are well approximated by low rank matrices and their low rank Cholesky factors can efficiently
be computed by the low rank Cholesky factor alternating direction implicit method. The
Cholesky factors of the improper controllability and observability Gramians have been found
in explicit form.

Three model reduction methods for the semidiscretized Stokes equation have been pre-
sented. The first two methods are generalizations of the low rank square root method and
the dominant subspace projection method known for standard state space systems. The third
method is a combination of the others. The effectiveness of the proposed model reduction
algorithms has been demonstrated by numerical experiments.
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